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Abstract

This work reports on the implementation of feedback methods for position control of
single Cesium atoms in spin-dependent optical lattices. For this purpose a new con-
trol software has been developed. It encapsulates experimental control, fluorescence
image acquisition and analysis into a single program. Combining the new software
with spin-dependent transport and position-dependent addressing, we have devel-
oped a versatile feedback algorithm to deterministically arrange arbitrary patterns
of up to 6 atoms. In addition, we have prepared two atoms in a common lattice site.
We observed light-assisted collisions between both atoms and thereby characterized
the preparation efficiency of 83 ± 4 %. The results pave the way for the study of
controlled interactions between precisely two atoms in a single well of the optical
lattice potential, enabling the realization of a fundamental quantum logic gate.
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1 Introduction

The field of quantum computation and simulation is based on the insight that cer-
tain classes of problems can only be solved by processors, which obey the laws of
quantum mechanics. In the early 1980s these so-called quantum computers were pro-
posed independently by Y. Manin [1] and R.Feynman [2], to facilitate simulations
of many-body quantum systems. Classical computers are not efficient in this case
due to the fact that the dimensionality of the Hilbert space describing the system
increases exponentially with the number of particles involved. Hence storing the
state vector of a system of N spin-1/2 particles, which is represented by 2N complex
amplitudes, requires an exponentially increasing amount of memory. In a quantum
computer information is stored in (pseudo-) spin-1/2 systems called qubits. Storing
the state vector of the system considered before is achieved by mapping it to a set
of N controllable qubits. To process information stored in the qubits controlled in-
teractions are required, that can be used to generate quantum logic gate operations
or to mimic the effect of a specific Hamiltonian on the system [3].

Over the last two decades different possible architectures to realize a quantum com-
puter or simulator have been proposed with qubits represented e.g. by atoms [4],
ions [5], photons [6] or artificial two-level systems in superconducting circuits [7].
The challenge for experimental research teams is to gain precise control over the
internal and external degrees of freedom of these microscopic or mesoscopic quan-
tum objects and to implement tuneable interactions between them. Further the
unwanted coupling to the environment, which leads to a decay of quantum super-
positions, has to be minimized by working with cryogenic or vacuum setups.

Each of the architectures mentioned above has certain strength and weaknesses.
Ions for example couple strongly with each other which helps to accomplish two-
qubit gates. In fact the first quantum logic gate has been observed in a trapped ion
system [8] and today up to 14 ions can be entangled [9]. At the same time ions couple
also strong to the environment which leads to reduced coherence times. In addition
the scalability of ion traps is very limited. Neutral atoms couple much weaker to
their environment, hence in principle allowing for longer coherence times. The de-
velopment of laser cooling, magneto-optical traps and optical lattices allows to store
them in controllable and scalable potentials. However this comes at the price that
controlled gate operations between the atoms are harder to realize because inter-
atomic interactions are typically small. In 1998 D. Jaksch et al. proposed a scheme
based on controlled cold collisions between two atoms trapped in the ground-state
of separated but movable, state-dependent potential structures [10].
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1 Introduction

Depending on the initial qubit states of the atoms their trapping potentials are
separated further or overlapped. The latter leads to a collisional phase shift that
can be tuned by the interaction time to implement the desired gate. Experimentally
this proposal has been realized with a many-body ensemble of Rubidium atoms in a
state-dependent lattice in 2003 [11]. Until now a demonstration of this scheme with
a single, controlled pair of atoms is still lacking.

The work presented in this thesis deals with the implementation of feedback schemes
for the deterministic preparation of two Cesium atoms into a single site of a spin-
dependent optical lattice. Combining this method with three-dimensional ground-
state cooling, employing Raman and Microwave sideband transitions, will allow for
the realization of controlled two-atom gates following Jaksch’s proposal.

Outline

The remaining part of this thesis is structured as follows. In chapter 2 the ex-
perimental methods and the existing apparatus employed for the control of single,
ultracold Cesium atoms is introduced. Chapter 3 describes a new control software
for the experiment that has been developed to facilitate feedback control of atomic
positions in the lattice. Finally, chapter 4 presents the results obtained with the new
feedback algorithms. We have implemented methods to arrange atoms in equidis-
tant strings and to prepare two atoms in a single site of the optical lattice. The
preparation efficiency of both methods will be analyzed and discussed.
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2 Experimental Methods

The feedback methods for position control investigated in this thesis require complete
control of single Cesium atoms in their external and internal degrees of freedom and
therefore over the experimental apparatus established in recent years. Hence the
purpose of this first chapter is to give a short, but comprehensive overview of the
experimental methods required to tame single atoms. Further details about the
experimental apparatus can be found in the following PhD theses [12–14].

2.1 Trapping single Cesium atoms

The first step in all experiments conducted in our laboratory consists in pre-cooling
a small ensemble of Cesium atoms in a magneto-optical trap (MOT). Subsequently
the atoms are transferred into an one-dimensional optical lattice potential, which is
formed by the interference of two counter-propagating laser beams. As the lifetime of
the atoms in the optical lattice is limited by collisions with the thermal background
gas a ultra-high vacuum enviroment is mandatory. In the given setup, the MOT
and the optical lattice are therefore overlapped in a glass cell, in which the residual
pressure is smaller than 1× 10−10 mbar.

Magneto-optical trap

The dilute Cesium background gas in the vacuum chamber is in thermal equilibrium
with the room temperature environment in the laboratory. In contrast the trap
depth of the optical lattice is on the order of 1 mK. Hence the atoms need to be pre-
cooled, before they can be transferred into the lattice potential. For this purpose the
MOT mentioned above is used. It is capable of capturing Cesium atoms from the
background gas and of cooling them to sub-millikelvin temperature. The working
principle is based on a combination of velocity-dependent Doppler cooling and a
magnetic quadrupole field, which adds a position-dependent force. More detailed
informations on the physical mechanism can be found in the literature [15,16].
In our experiment the MOT is operated on the Cesium D2 line, with a wavelength
of λD2 = 852 nm. The cooling transition is driven by an interference filter laser
[17], that is spectroscopically locked to the F=4 → F=5 transition. In addition a
repumping laser on the F=3 → F=4 transition needs to be operated to compensate
off-resonant excitations to the F’=4 level, which can decay to the F=3 state.
The final temperature of the atoms is on the order of 125µK, such that they can be
transferred into the optical lattice. A special property of the employed MOT is, that
it is operated with a strong gradient of the magnetic quadrupole field and therefore
small numbers of atoms can be trapped.

3



2 Experimental Methods
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Figure 2.1: Sketch of the experimental setup, adapted from [18]. The optical elements,
beams and coils for the magneto-optical trap are omitted here. The purpose of all further
components, namely the intensity and phase stabilization of the optical lattice employing
acousto-optic modulators (AOM), the microwave setup and the imaging system, is briefly
described in this chapter.

Optical lattice

As mentioned before, the optical lattice is generated by the interference of two
counter-propagating laser beams with wavelength λL. In the case of red-detuning to
an atomic resonance, the light-matter interaction generates an attractive potential
for the atoms at the maxima of the interference pattern, which has a periodicity of
λL/2. The lattice beams are obtained from a Ti:Sa laser (Coherent MBR:110) and
the intensity of the beams is locked with a feedback-loop controlled by acousto-optic
modulators (AOM) to either 6 or 30 mW per arm (see figure 2.1). This corresponds
to a trap-depth of 100µK or 400µK, respectively. As will be discussed in section
2.3, we require the wavelength of the lattice laser to be λL = 866 nm, to realize
state-dependent potentials. In addition the polarization of the lattice beam, which
enters the vacuum cell from the right hand side in figure 2.1, is synthesized for the
state-dependent transport operations. This means that the phase of the σ+ and σ−-
polarized components of the linearly polarized lattice are controlled with an optical
phase lock loop (Optical PLL, see figure 2.1) employing the AOMs, as well.

2.2 Qubits and their control

In the previous section I described how a small ensemble of Cesium atoms can be
cooled to sub-millikelvin temperature and subsequently transferred into an optical
lattice potential with a periodicty of λL/2 = 433 nm. This section elucidates how
to extend the control, to the internal quantum states of the atoms. In practical
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Figure 2.2: Hyperfine structure of the 6 2S1/2 ground-state of Cesium under the influence
of a magnetic quantization field that shifts the levels due to the linear Zeeman effect. The
qubit states |↑〉 = |F = 4,mF = 4〉 and |↓〉 = |F = 3,mF = 3〉 are highlighted.

applications it is highly desirable to reduce the Hilbert space of the internal states
to an effective two-level system, such that the dynamics in external and internal
degrees of freedom remain within reasonable degree of complexity and the two states
can selectively be coupled by optical or microwave pulses.
In figure 2.2 the ground-state of Cesium is depicted, which comprises two long-lived
hyperfine manifolds of degenerate magnetic sublevels, which we split by applying a
magnetic quantization field of |B0| = 3 G, orientated parallel to the optical lattice.
Thereby the energy difference ∆E between subsequent mF-levels in a given manifold
accounts to approximately

∆E/~ = 2π · 1.05 MHz.

We select the outermost sublevels |↑〉 = |F = 4,mF = 4〉 and |↓〉 = |F = 3,mF = 3〉
as qubit states and combine optical mF-pumping, to prepare |↑〉 with high fidelity,
with coherent microwave pulses to drive resonant transitions to the second qubit
state |↓〉 (see below).

State preparation by optical pumping

The optical pumping photons are extracted from the MOT cooling laser, which is
locked to the only marginaly off-resonant F = 4 → F′ = 3, 5 crossover transition.
Before overlapping the optical pumping beam with the dipole trap, a combination of
λ/2 and λ/4 plates generates the required σ+-polarization with very high purity, such
that up to 99 % of the atoms end up in the desired dark state |↑〉. This fidelity was
characterized by the state-selective push-out detection (see section 2.4). Whenever
atoms decay to the F = 3 ground state, they are transferred back into the pumping
cycle by a small fraction of MOT repumper photons overlapped with the optical
pumping beam. The population lifetime T1 = 100 ms of the |↑〉 state is limited
by spontaneous Raman scattering and orders of magnitude longer than microwave
transitions and experimental sequences relying on the state preparation.
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Coherent microwave transitions

We can obtain an arbitrary superposition of the two qubit states by driving coherent
microwave transitions between the hyperfine levels. These are separated by approxi-
mately 9.2 GHz. In semiclassical approximation the dynamics of the two-level system
driven by the microwave field can be described by the optical Bloch equations, which
have been first studied by F. Bloch [19] in the field of Nuclear Magnetic Resonance
(NMR) and which find rich applications in the study of many (pseudo-) spin-1/2
systems. While the two-level system is treated quantum mechanically, the radiation
field is approximated classically.
The (pure) state |ψ〉 of the Cesium atom can be expressed by a superposition of the
two hyperfine basis states

|ψ〉 = α |↑〉+ β |↓〉 . (2.1)

The complex amplitudes α and β fullfill |α|2 + |β|2 = 1. Hence by neglecting the
global phase-shift γ one can map the current state |ψ〉 to a vector pointing onto the
surface of the unit sphere in R3. The vector is typically referred to as Bloch vector
and allows for a simple, yet accurate illustration of the temporal evolution of the
qubit (compare figure 2.3). The explicit expression for the Bloch vector

(u, v, w) = (cos(φ) sin(θ), sin(φ) sin(θ), cos(θ), (2.2)

is linked to the state of the atom by the relations α = cos(θ/2) and β = eiφ sin(θ/2).
Notice that the w component of the Bloch vector describes the population of the
two-level system, while the u and v components describe the coherence properties.
In classical dipole approximation the driving field can be written as

B = B0 cos(ωt+ φrf) (2.3)

The equations of motion in the rotating-wave approximation, which describe the
temporal evolution of the components of the Bloch vector and thereby of the atomic
quantum state can be expressed in compact vectorial form as

u̇ = −Ω× u = −(ΩR cos(φrf),−ΩR sin(φrf), δ)× u, (2.4)

where we introduced the dipole moment d characterizing the coupling strength be-
tween atom and field,the detuning δ = ω − ω0 to the transition frequency and the
Rabi frequency ΩR = dB0/~. Hence the driving field acts like a torque on the Bloch
vector and rotates it in a plane defined by δ and ΩR, while preserving the unit
length of the vector. This evolution corresponds to the situation where no decoher-
ence is present. In the following we will additionally assume that we drive resonant
microwave pulses (δ = 0), because we can calibrate the microwave frequency with
microwave spectroscopy with high precision (see section 4.1.1). In this case we can
identify two especially important pulse schemes that, starting from the optically
pumped |↑〉 state, allow us to prepare an equal superposition 1√

2
(|↑〉 + |↓〉) or a in-

verted population |↓〉 (see figure 2.3).
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(a) (b) (c)

Figure 2.3: Graphical representation of the two-level system on the Bloch sphere. An initial
state |↑〉 (a) is transformed into an equal superposition state (b) or the inverted state |↓〉
(c) by applying a π/2- or π-pulse, respectively

The temporal evolution of the population component w of the Bloch vector, for
constant Rabi frequency ΩR and φrf = 0, is given by (compare equation 2.4)

w(t) = − cos(ΩRt).

Hence the population in the |↓〉 state can be expressed as

P|↓〉(t) =
C

2
(1− cos(ΩRt)), (2.5)

where the free parameter C is introduced to incorporate imperfections in the ini-
tialization and detection of the qubit states. The pulse schemes mentioned above,
which allow us to prepare an equal superposition of the qubit states, or to invert the
state are therefore realized for ΩRt = π/2 and ΩRt = π, respectively. Consequently
these pulses are typically referred to as π/2- or π-pulse. For time-dependent Rabi
frequency the condition for a π/2- or π-pulse generalize to

∫∞
−∞ΩR(t) dt = π/2 or π.

In our experiment the microwave radiation at 9.2 GHz is generated by mixing radio-
frequency signals at typically 160 MHz with a constant frequency of 9.04 GHz of a
stable PLDRO oscillator. The radiation is emitted from a microwave antenna (see
figure 2.1), located close to the vacuum cell and we achieve a maximum Rabi fre-
quency of 50 kHz. We can generate temporally varying pulses by shaping the signal
strength with a voltage-controlled-attenuator (VCA). Further details on the actual
implementation, can be found in section 3.4.

2.3 State-dependent conveyor belt

Emergence of state-dependent potentials

The core feature of the experimental apparatus at hand is the state-dependent con-
veyor belt. It enables us to coherently transport atoms depending on their internal
qubit state. In recent years this technique has been successfully used to observe
quantum walks [20] and to realize a single atom interferometer [21].
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(a) (b)

Figure 2.4: Schematic of the fine structure of Cesium (a) which exemplifies the emergence of
state-dependent potentials. Further a visualization of state-dependent transport, realized
by changing the relative phase ∆φ between the σ+/σ−- components of the lattice is
depicted in (b). Adapted from [18].

The vectorial part of the AC-stark effect allows us to generate two superimposed op-
tical lattice potentials, which to good approximation interact only with atoms in one
of the qubit states. In a simplified, yet illustrative picture [12,22], we consider parts
of the Cesium fine structure, comprising the 2S1/2 ground-state and the lowest lying
excited states 2P1/2 and 2P3/2 (see figure 2.4). The transitions from ground-state to
these excited states is conventionally termed D1 and D2 line with [23]

λD1 = 894.347 nm λD2 = 852.347 nm.

Let us consider now, that we choose the wavelength of the laser generating the
optical lattice such that it is located in between the D1 and D2 line. In addition the
polarization of the optical lattice is chosen to be linear. Hence the the polarization
vector can be written as an equal superposition of right and left circularly polarized
light. As the magnetic quantization axis is collinear with the optical lattice these
two polarizations drive only σ+ or σ− transitions, respectively. The fine structure
term scheme shown in figure 2.4 suggests that for a properly chosen wavelength both
2S1/2 levels ∣∣↑′〉 = |j = 1/2,mj = 1/2〉

∣∣↓′〉 = |j = 1/2,mj = −1/2〉 ,

couple only to the σ+ or σ−-component of the optical lattice because the opposing
components vanish. This is the case because the attractive/repulsive Stark-effect
contributions from the two excited states, cancel each other at the so-called magic
wavelength. A rigorous calculation [22] taking into account further excited levels, in
fact, yields a magic wavelength of

λL = 865.9 nm. (2.6)

However the fine structure levels |↑′〉 and |↓′〉 do not exactly map to the hyperfine
qubit states that we are working with. The actual representation of the qubits in
terms of hyperfine states leads to [22]

|↑〉 = |I = 7/2,mI = 7/2〉 ⊗
∣∣↑′〉

|↓〉 =

√
7

8
|I = 7/2,mI = 7/2〉 ⊗

∣∣↓′〉−√1

8
|I = 7/2,mI = 5/2〉 ⊗

∣∣↑′〉 . (2.7)
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Hence the |↑〉-state couples purely to the σ+ polarized component of the optical lat-
tice potential, while the |↓〉-state experiences, apart from the dominant σ− polarized
component, also a small contribution from σ+.

Realizing state-dependent transport

The state-dependent potential is used to transport atoms depending on their qubit
state. The spatial profile of each polarization mode σ± formed of the counterprop-
agating laser beams in axial y-direction is given by

Iσ+(y) ∝ cos2(ky + φ+) Iσ−(y) ∝ cos2(ky + φ−), (2.8)

with the wave vector k = 2π/λL. Figure 2.4 (b) illustrates that changing the phase
difference ∆φ = φ+ − φ− between the two spin-dependent lattices leads to a spatial
displacement of ∆y = λ/2 ·∆φ/2π between them. Hence by independently control-
ling the phases φ±, spin-dependent transport can be realized.

As mentioned in section 2.1 two optical phase lock loops (OPLL) are employed to ac-
tively control the phases φ±. For this purpose a fraction of both polarization modes
is extracted using a pick-up plate before entering the vacuum cell from the right
hand side (see figure 2.1). Subsequently an error signal for each polarization mode
is generated, by beating both with a common optical reference and comparing the
phase of the beat signals with two independent, phase-stable electronic references in
a phase-frequency discriminator. The error signals are then fed back to the drivers
controlling the acoustic optical modulators, which ultimately steer the phase of the
spin-dependent lattices. As the OPLL follows changes in the phase of the electronic
references, the phases φ± can be controlled. A complementary description elaborat-
ing more on the technical details of the feedback loop and its control is described
in section 3.4. Further details on the implementation and characterization can be
found in the following theses [24,25].

2.4 State and position detection

Fluorescence imaging

The detection scheme in all of our experiments relies on fluorescence imaging of the
atoms trapped in the optical lattice. Red-detuned molasses beams illuminate the
atoms from all six spatial directions and provide further Doppler cooling. The de-
tuning and intensity of the beams is optimized such that the maximum number of
fluorescence photons can be extracted under the constraint that the survival proba-
bility of the atoms remains close to unity.
The fluorescence photons are collected with a diffraction-limited objective of mod-
erate numerical aperture (NA = 0.29, see figure 2.1 or 2.5 (a)) and imaged onto
a EMCCD detector (Andor iXon DV-887CS-FI) with a magnification factor of 55.
The exposure time for a single fluorescence image ranges from 500 ms up to 2000 ms.
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Figure 2.5: (a) Sketch of the imaging setup including the objective and the CCD chip.
Adapted from [31]. (b) The extracted average line (vertically binned, left) and point
(right) spread function of a single atom. (c)A histogram of fluorescence counts, used to
determine the number of atoms present in an image by defining threshold conditions. The
number above each peak represent the corresponding atom number.

Depending on the experiment that we want to perform we either count the num-
ber of atoms in a given image by means of threshold conditions (see figure 2.5)
or we additionally deduce their positions. Thus distances of λL/2 = 433 nm have
to be resolved optically, which according to Abbe’s criterion [26, 27] would enforce
the integration of high numerical aperture objectives (NA>0.7) into the setup. Re-
cently the research groups of M. Greiner and I. Bloch at Havard University and the
Max-Planck institute for Quantum Optics in Munich, respectively, have succeeded
in integrating the first generation of such fluorescence microscopes into their ex-
periments [28, 29]. In our group a similar objective has been developed [25] and is
currently being tested [30].

In the existing setup we overcome the diffraction limit (horizontal resolution 4·λL/2),
by a numerical post-processing method called deconvolution [31]. It enables us to ex-
tract the position of the atoms in sparsely filled lattices with high fidelity F ≥ 0.95.
The deconvolution algorithm requires precise knowledge of the point spread function
(PSF, see figure 2.5 (b)) of a single atom. It models the imaging process that con-
verts the point-like atomic source into an intensity distribution, due to diffraction
and aberration effects in the imaging system. More precisely the intensity distribu-
tion I(x, y) on the detector is obtained by convolving the source distribution in the
object plane O(u, v) with the PSF

I(x, y) = (P ∗O)(x, y) =

∫ ∞
−∞

∫ ∞
−∞

P (x− u, y − v)O(u, v)dudv.

The deconvolution algorithm attempts to recover the source distribution by nu-
merically inverting the convolution, thereby obtaining the positions of the atomic
emitters. Details on the numerical methods can be found in [12,31].

10



2.4 State and position detection

State detection technique

To detect whether a microwave transition has occurred and hence to record for
example microwave spectra or Rabi oscillations, a state-selective detection scheme is
required. In our experiment this is realized by the so-called pushout - technique [32].
The MOT cooling laser tuned resonant to the F = 4 → F ′ = 5 pushes atoms in
the F = 4 state out of the optical lattice, while not affecting atoms in the F = 3
state. The mean survival probability of atoms in the F = 4 state is smaller than
1 %, whereas the probability for atoms in the F = 3 state is larger than 99 % [12].

11





3 A novel control software

In this chapter I will introduce a new control software for the experiment described in
the previous chapter. It will be shown that this enables the development of feedback
loops for sorting atoms in the state-dependent optical lattice and preparing precisely
two atoms deterministically into a single site of the lattice potential (see chapter 4).
It combines all functionalities of the previously exerted programs (see [12, 14]) for
experimental control, data acquisition, and analysis in a single toolbox for Matlab.
The general architecture of the software and the contained functionalities will be
described in particular how the hardware devices are accessed and how experimen-
tal sequences can be generated and executed. I will also describe automatization
routines contained in the software which reduce the maintenance requirements in
the laboratory.

3.1 Motivation

The realization of controlled interactions between two atoms in a common site of
the optical lattice requires two fundamental improvements of the existing setup.
First, atoms have to be prepared in the three-dimensional ground-state of the trap-
ping potential to ensure that measurable interaction phases are generated [33, 34].
For the longitudinal direction of the optical lattice a reliable cooling scheme exists.
It is based on microwave sideband cooling in spatially displaced state-dependent
potentials (see the corresponding publication [35] or dissertation [13]). Cooling in
the transversal direction requires the implementation of a Raman laser system and
an additional doughnut-shaped, blue-detuned trap into the setup. The additional
trap increases the transversal confinement of the atoms such that Raman sideband
cooling becomes feasible [34]. Secondly, we require a method to deterministically
prepare two atoms out of the random initial distribution in the lattice in a con-
trollable distance (see figure 3.1). Starting from this well-prepared initial state the
application of the state-dependent transport would allows us to bring atoms in op-
posing qubit states to the same site where the interaction phase Φint can be acquired.

In recent years a method to imprint a controllable pattern of atoms employing
magnetic resonance techniques has been developed in our group [36]. The method
relies on the application of N spectrally narrow microwave π-pulses with frequency
ω1, . . . , ωN in a magnetic field gradient which introduces a position-dependent tran-
sition frequency. Initially the optical lattice is loaded with parameters optimized for
high densities up to a filling of about 50 % (limited by light-induced losses [36]).
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3 A novel control software

(a) (b)

Figure 3.1: (a) Two atoms prepared in a well-defined distance d provide the starting point
for experiments investigating controlled cold collisions in a common lattice site (b).

After optically pumping the atoms into the |↑〉 state the addressing pulses are
applied. The state of the atoms located at the sites P1, . . . , PN which are reso-
nant with the pulse ωi is inverted with highest probability. After the application
of the microwave pulses the push-out technique is used to select only the addressed
atoms. By repeating the method multiple times the preparation of atoms at the
sites P1, . . . , PN reaches single-site precision.

In this thesis a different approach will be presented which instead of statically re-
peating a sequence of operations uses feedback methods which react on the current
configuration of atoms in the lattice and adjusts it until the desired state is reached.
One fundamental prerequisite for real-time feedback control of the atomic positions
is that the control software allows to share information from the imaging system with
the experimental control modules [37] and provides means to program feedback algo-
rithms. In a previous work this was achieved by communicating between the existing
stand-alone programs through a named pipe system, which allowed inter-program
communication to synchronize the acquisition software of the EMCCD detector with
the experimental control program [38]. However, this approach is unflexible. Fur-
ther, during the implementation of this method the experiment was still operating
with a transport scheme based on an electro-optical modulator (EOM) which con-
strained the attainable transport distances significantly [12,14,38]. In order to build
up a more flexible scheme we decided to redevelop the complete software for the
experiment.

3.2 Control systems for experiments with ultracold atoms

Electronic control systems are one of the key technologies for modern experiments
with ultracold atoms. Most measurements are based on complex sequences of elec-
tronic signals which control laser beams, magnetic fields or microwave pulses with
microsecond to nanosecond precision. A sequence is generated with special computer
programs which provide interfaces to design, parse, and upload these to arbitrary
waveform generators (AWG). The system of study is typically probed optically.
Hence acquisition and analysis software for fluorescence or absorption imaging with
CCD detectors is required. In many laboratories in-house developed software, specif-
ically designed for the needs of the experiment, is in use [12,32,39,40].
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3.2 Control systems for experiments with ultracold atoms

Legacy software

At the beginning of this thesis the following five stand-alone programs were employed
in the experiment under study

• Control Center : sequence design and execution.

• iXacq : image acquisition and control for the EMCCD detector.

• Wavegen: pulse train upload to AWG for time precise trigger signals.

• Vectorgen: configuration of microwave generators.

• H Terminal (commerical): transport ramp programming.

• Imaging Toolbox : position reconstruction and data analysis.

All programs, apart from the commercial serial terminal software, were developed
in our group. The first four programs that allow for the control of the experiment
were written by former PhD student M. Karski. The Imaging Toolbox represents a
Matlab extension that has been developed by A. Alberti and comprises most notably
the capability to reconstruct the position of atoms from a given fluorescence image
as described in [31].

Design choices and criteria for the new software

For multiple reasons we decided to implement the new control software in Mat-
lab. First of all many hardware communication protocols or interfaces (Serial Port,
GPIB, TCP/IP, VISA, etc.) are natively supported by Matlab’s Instrument Con-
trol Toolbox. In addition it comprises a powerful script language with support
for object-oriented programming which makes it less complex to generate programs
when compared to C or C++. At the same time C functions can be executed using
Matlab’s MEX (Matlab Executable) interface if this is necessary for specific hardware
libraries. For the given experimental apparatus this is the case for the core sequence
control boards (see section 3.4) and for the EMCCD detector (see section 3.4). In
addition the previously mentioned Imaging Toolbox is already available in Matlab
and can hence be directly used.

In figure 3.2 the realized working principle of the control system for deterministic
atom sorting is depicted. At each feedback operation a fluorescence image acquired
by the EMCCD detector is transferred to the laboratory computer processed by
means of position reconstruction and subsequently the control hardware of the ex-
periment is configured for a suitable adjustment procedure. The manipulation of
relative distances between the trapped atoms is based on a combination of position-
dependent addressing and ensuing state-dependent transport. Therefore, both the
microwave hardware and the lattice control system (described in section 3.4) have
to be reprogramed.
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Figure 3.2: Illustration of the desired feedback control system. Trapped atoms are il-
luminated by optical molasses and a fluorescence image is acquired with an EMCCD
detector. Subsequent digital deconvolution allows the reconstruction of atomic positions
with single site resolution. The feedback algorithm selects a suitable reaction which is
then programmed to the microwave and state-dependent transport control hardware.

Although the detailed implementation of the feedback algorithms is presented in
chapter 4 it is clear that the processing and communication is realized in the most
flexible and powerful way if the hardware interfaces, the sequence generation, and
the data acquisition, as well as analysis are combined in one program.

Experiments with ultracold atoms are complex and based on many electronic and
optical components that need to be operated at the same time. Hence, it is useful to
automatize frequently conducted adjustment procedures, e.g. for the alignment of
the orientation of the synthesized polarization vector (see section 3.6). In addition,
we automatized frequently used calibration and characterization measurements like
microwave spectroscopy or Ramsey interferometry (see also section 3.6).

In the legacy software the only measurement data that was automatically saved
where the fluorescence images and the settings of the detector acquiring them. To
improve on this we have implement a new data management system. The exper-
imental settings of each measurement, the acquired fluorescence images, and the
results of the analysis of the images are encapsulated into container objects (see
section 3.5). This ensures that all relevant parameters for post-analysis of certain
measurements can be retrieved.
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3.3 General architecture
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Figure 3.3: Schematic of the new control software. Details are given in the text.

In figure 3.3 the general architecture of the control software is depicted. It can be
divided into two modules, the experiment controller and the measurement container.
The modules are developed in an object-oriented way and while operating the control
software one instance of the experiment controller and one instance of the measure-
ment container class is present in memory.

The experiment controller provides the interfaces to the hardware components in-
stalled in the laboratory and thereby allows to configure these devices, e.g. to change
the center-frequency of a radio-frequency generator or the acquisition time of the
EMCCD detector. In addition, the experimental sequences which are designed with
a graphical user interface (Sequence Editor, see section 3.4) are stored in the exper-
iment controller in the form of matrices which contain the signals for analog and
digital channels. Further, functions to execute these sequences or complex automa-
tization routines (see section 3.6) are part of the experiment controller class.

An instance of the measurement container class contains all relevant information of
the specific measurement that it represents. As all information about the number,
and position of the atoms is retrieved by fluorescence imaging the key information
are the acquired fluorescence images. Apart from images further informations on
the precise configuration of the hardware components are stored in the measure-
ment container (see section 3.5).

Individual experiments (i.e. the measurement of a microwave spectrum) are writ-
ten in script files that access and control the information and interfaces contained in
both experiment controller and measurement container. In these script files complex
logical decisions, based on the analysis of the acquired fluorescence images, lead to
the implementation of feedback algorithms. In the following sections a more detailed
description of both modules and the contained functionalities will be presented.
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3.4 Experiment control

The following section describes the integration of the fundamental control hard-
ware into the experiment controller module. Additional details on the experimental
apparatus can be found in the corresponding PhD theses [12,14,25].

Central timebase and core control hardware

The core sequence is executed on three National Instruments (NI) cards, (2× PCIe-
6259, 1× PCI-6723) with a total number of 40 analog and 64 digital output channels
and a maximum time-resolution of 2µs. Controlled parameters include laser inten-
sities and frequencies, magnetic fields, and mechanical beam shutters. All timings
that need to be more precisely controlled (e.g. microwave pulses) are delivered by
arbitrary waveform generators from Agilent (2× 33220A, 2× 33522A) with a time-
resolution of up to 10 ns. The execution of the waveforms stored in the generators is
triggered by the NI cards such that these cards deliver the central timebase for all
experiments. The quality of the signals from the NI analog channels, especially of
the PCI-6723 card, is in terms of RMS noise significantly inferior compared to the
output of the Agilent devices and hence control quantities that rely on a low-noise
steering signal need to be connected to the Agilent waveform generators as well.

Sequence generation and execution

Sequences are designed with a graphical user interface which has the form of a spread-
sheet panel. The temporal behavior of each physical channel is represented by a row
in the spreadsheet. Columns structure the sequence into blocks of certain purposes,
e.g. ramping up magnetic fields or applying a microwave pulse. The duration of a
block is the same for all channels. Entries for analog channels are interpreted as a
combination of numerical numbers, pre-defined parser constants, and keywords for
specific waveforms. Each entry is translated into samples using a self-written parser
which currently supports linear, sinusoidal, polynomial or gaussian waveforms. The
available waveforms can be easily extended if necessary.

The parser constructs a matrix with M × N entries that can be uploaded to the
arbitrary waveform generators. Here M denotes the number of samples per channel
in the sequence which is given by

M = S · Tdur,

with sample-rate S and total sequence duration Tdur. The signal generators can only
run at constant sample-rate during a sequence. Further, each sample-point has to
be supplied to the device even if the signal is constant over time. As we require the
maximum time resolution of 2µs during parts of the sequence we have to supply
sample matrices with a typical size of 2 · 106 × 40 corresponding to 40 registered
analog and digital channels and Tdur = 4 s.

18



3.4 Experiment control

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Sequence duration (s)

S
e

q
u

e
n

c
e

 t
ra

n
s
fe

r 
o

v
e

rh
e

a
d

 (
s
)

 

 

Data Acquisition Toolbox

C Interface

Control Center

Figure 3.4: Comparison between the overhead introduced by transferring a sequence using
the different interfaces discussed below. The error bars are smaller than the datapoints.

The transfer of the sequence from the laboratory computer running the control
software to the NI cards is accomplished with a self-developed interface written in
C. Initially we facilitated the Data Acquisition Toolbox which is a commercial ex-
tension of Matlab providing an interface to most available signal generator boards
from National Instruments. However, we observed that the time overhead for trans-
fer and execution of sequences amounted to almost 50 % of the actual duration of
the sequence. This means that 50 % of the measurement time we would be waiting
for the data transfer because the sequence needs to be transferred at each repetition.

We checked with the previously utilized sequencer Control Center that an overhead
of less than 3 % is typical using the native C libraries offered by National Instru-
ments. Hence we decided to access the libraries using the MEX-interface which
allows us to call C functions from the Matlab environment. The C interface was
written in Visual Studio 11 and it supports the Direct Memory Access capabilities
of the NI cards to ensure optimal performance.

The measured overhead for test sequences with durations between 1 and 10 s is
shown in figure 3.4. In each of the measurements 11 analog and 32 digital channels
were registered to all three interfaces mentioned above. The sample rate was fixed
to the maximum rate of 500 kSp/s. These settings correspond to the typical config-
uration for experiments. Evidently the implementation of the C interface reaches a
performance in terms of sequence transfer overhead which is comparable to the one
previous sequencer. The slightly lower performance is explained by the fact that
at each transfer the whole configuration has to be rewritten to the NI cards. This
includes trigger conditions, the routing of the sample clock, and the registration of
analog and digital channels.
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Figure 3.5: Sketch of the control hardware for the microwave setup.

The configuration of the hardware controlling and generating the microwave radi-
ation is shown in figure 3.5. Instead of directly engendering the signal at 9.2 GHz a
fixed-frequency signal from a phase-locked dielectric resonator oscillator (PLDRO)
operating at 9.04 GHz is mixed with a variable radio-frequency signal at 160 MHz.
The variable signal is generated by a vector generator (Agilent E4432B ESG-D) with
a frequency range of 250 kHz to 3.3 GHz. The output of the vector generator can
be pulse-modulated externally with a rising and falling time of 150 ns [12]. As men-
tioned in previous sections the time-resolution of the NI signal generators amounts to
2µs which is not precise enough for microwave pulses with a typical Rabi frequency
of 50 kHz. Therefore, the external pulse trigger of the vector generator is connected
to an arbitrary waveform generator (Agilent 33220A) with a time resolution of 10 ns
which itself is triggered by a NI card. Hence the duration of the pulses is controllable
with 100− 200 ns time resolution.

The vector-generator can be frequency-modulated (e.g. for microwave spectra) or
phase-modulated (e.g. for Ramsey spectroscopy) by supplying an external analog
modulation signal Um ∈ [0, 1] V. This signal is provided by the NI cards since
we never require a better time-resolution than 2µs. Center-frequency, frequency
modulation span, and amplitude of the signal from the vector generator can be pro-
grammed with a GPIB interface which is connected to the laboratory computer with
a GPIB to ethernet controller. The commands to the GPIB port of the device are
sent via the TCP/IP protocol to the controller and routed from there to the device.
The protocol is supported by Matlab’s Instrument Control Toolbox (see section 3.4).
To modulate the amplitude of the microwave pulses, e.g. for gaussian addressing
pulses (see section 4.1.1), we use a PIN diode attenuator. The attenuation can be
varied by a control voltage Ua ∈ [0, 10] V. As the attenuation depends in a non-
linear way from the control voltage each pulse modulation has to be modified with
a calibration function to compensate the non-linearities. The calibration function
has been characterized elsewhere [12]. After the attenuator the signal is amplified
with a RF amplifier to an output power of up to 41 dBm (12.5 W) and guided to the
microwave antenna placed close to the vacuum cell.
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Figure 3.6: Sketch of the control hardware for one optical phase lock loop of the polarization
synthesis.

The following paragraph extends the description of the polarization synthesis given
in section 2.3 with complementary details on the control of the electronic refer-
ence signals. As described, the phase of the spin-dependent lattices and thereby
their spatial position is stabilized using a beat signal with a common optical refer-
ence. The linear polarization modes of the beat signal, corresponding to the σ+ and
σ−-polarized lattice, are separated in a Wollaston prism and thereafter separately
detected with photodiodes. A phase-frequency discriminator (PFD) compares the
phase of both electronic signals with a programmable electronic reference. The re-
sulting output of the PFD serves as an error signal for a PID filter which generates
a steering signal that itself is fed to a voltage controlled oscillator which drives an
AOM controlling the phase of the σ+- and σ−-polarized lattice thereby closing the
feedback loop.

The reference is generated with a dual-channel direct-digital synthesizer (DDS,
AD9954 [41]). Both channels of the DDS are locked to a single 400 MHz reference
clock such that the controlled polarization modes are phase-stable to each other.
The residual phase fluctuations of the locked system have been characterized to be
below 1◦ RMS [24]. For transport operations the phase reference has to be ramped.
If the ramp is slow enough, such that the lock can follow (Bandwidth ≈ 500 kHz),
the corresponding lattice is translated with a temporal change of position defined by
the form of the ramp (see section 4.1.2). The communication between the DDS and
the control software is realized with a microcontroller (mbed LPC1768) using the
SPI bus. A home-built box containing both devices, their connections, and the sup-
ply voltages has been developed by M. Genske and S. Brakhane [42]. The firmware
of the microcontroller has been developed by A. Steffen and C. Robens [14,25].

The communication between laboratory computer and the microcontroller program-
ming the DDS has been implemented in Matlab using the serial interface. Apart
from changing the configuration (e.g. frequency) of the DDS the microcontroller can
either set a new phase for one of the output channels or program phase ramps into
the memory of the DDS (compare section 3.4).
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Device Type Purpose Interface

Advantest R4131C Spectrum Analyzer Automized monitoring Serial
Agilent 33220A Arbitrary waveform gen. Microwave pulse timing USB
Agilent 33220A Arbitrary waveform gen. Transport timing USB
Agilent 3522A Arbitrary waveform gen. Lattice depth control USB
Agilent 3320B RF vector-generator Microwave pulses Ethernet
Agilent N5182A RF vector-generator Raman lock reference GPIB
Agilent 2024A Oscilloscope Automized monitoring USB
Andor DV897 EMCCD detector Fluorescence imaging PCI
Marconi 2022C RF generator MW sideband cooling GPIB
mBed LPC1768 DDS interface Transport ramp upload Serial
Newport 2835C Powermeter Lattice depth calibration Serial
NI PCIe-6259 Multi-channel signal gen. Main Sequence PCIe
NI PCIe-6723 Multi-channel signal gen. Main Sequence PCI

Table 3.1: Alphabetically ordered list of hardware components implemented in the current
version of the experiment controller module.

Once programmed the ramps are executed by triggering the microcontroller which
instructs the DDS to execute the ramp. Up to four different phase ramps can be
stored in the DDS at the same and for each of those a separate trigger input for
the execution exists. However, the internal memory of the DDS can only store 1000
phase samples. This limitation can lead to non-smooth sampling of phase-ramps.
To circumvent this problem an interface between a field-programmable gate array
(FPGA) and the DDS is currently under development to transfer the phase during
execution via parallel port.

Camera module

Fluorescence images are acquired with an electron-multiplied charged-coupled (EM-
CCD) detector (Andor iXon DV-887CS-FI). The vendor provides a software devel-
opment kit (SDK) comprising a library of C functions which can be used to configure
the device and transfer images to the laboratory computer. All required functions
are accessed within Matlab using the MEX interface. An early version of the camera
module has been developed by A. Steffen and I have extended upon his implemen-
tation. The device can be operated in continuous and kinetic mode. In the latter
case the device can be triggered with an external TTL signal which in our case is
provided by a digital output of the NI boards.

Summary

In summary, all relevant hardware devices installed in the laboratory are integrated
into the software (see table 3.1 for a full list). In the following I will describe how,
based on the interfaces, automatization and feedback procedures have been realized.
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3.5 Data management

Property Purpose

General settings Data logging (type,date,comment string,etc.)
Sequence Log Monitoring
Device settings Data logging
Fluorescence images Main read-out
Image analysis (*) Position reconstruction, atom number estimation
Analysis module (*) Data analysis e.g. Microwave spectrum analysis

Table 3.2: List of stored informations in each measurement object. The elements marked
with an asterisk are classes that are part of the Imaging Toolbox developed by A. Alberti.

As mentioned in section 3.3, each single measurement is represented by a class
that encapsulates all information of itself. For this purpose the current hardware
configuration of the devices registered in the experiment module are synchronized
with the measurement object before the data acquisition starts. In addition, all
executed sequences are stored in a log file which is especially useful to post-analyze
feedback decision of the control software. During the acquisition the fluorescence
images are transferred to the measurement object and analyzed in real-time such
that the experimentalist can immediately check the observations for consistency and
can interrupt if they do not meet the expectations. Further the results of the analysis
are also automatically stored in the measurement object.

3.6 Automatization methods

In this section automatized measurement and calibration methods will be described
that have been implemented into the software in order to reduce maintenance re-
quirements and error-proneness while setting up an experiment.

Automatized measurement procedures

A significant number of characterization measurements has to be performed on a
frequent basis to ensure that the experiment is operated with optimal settings. Ex-
amples are the calibration of the qubit transition frequency using microwave spec-
troscopy or the efficiency of the push-out and optical pumping procedures. These
measurement procedures are automatized in the new control software using script
files as introduced in section 3.3. The scripting of procedures prevents errors during
the configuration of devices and reduces the duration of setting up an experiment.
Each script contains the whole measurement procedure including device configura-
tion and real-time data analysis employing the Imaging Toolbox. The experimentalist
can adjust the configuration and settings for the measurement in the header of the
script file.
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Figure 3.7: Sketch of the elements employed for the automatic alignment of the synthesized
polarization vector. Details are given in the text.

A typical example is the adjustment of the center frequency of the microwave gener-
ator or the number of repetitions of a certain measurement. Currently the following
fully automatized experimental methods are included in the software

• Survival, Pushout and Optical Pumping characterization

• Microwave and Raman spectroscopy

• Rabi oscillactions

• Ramsey interferometry and T2 measurements.

As described in section 3.5 the configuration of the experiment, and the acquired
fluorescence images, as well as the results of the data analysis are automatically
stored, encapsulated in a single measurement container object.

Automatized alignment procedures

Due to the complexity that the experiment has reached it is highly desirable to
automatize regular adjustment procedures. One especially suitable procedure that
will be presented as an example is the adjustment of the phase difference between the
σ+ and σ−-polarized lattice. This ensures that the lattices are spatially overlapped.
To achieve this experimentally the linear polarization of the synthesized polarization
is overlapped with the linear polarization of the counter-propagating lattice beam.
Figure 3.7 shows the schematic setup used for the automatic adjustment of the phase
difference. Two motorized mounts (Thorlabs MFF101), controlled by TTL signals,
can be flipped into the beam path of the optical lattice. The first flip-mount after
the vacuum cell is equipped with a polarizer. It is oriented to be in extinction
with respect to the polarization of the static lattice beam entering the vacuum
cell from the left hand side. Therefore, the phase difference between both circular
polarization modes of the synthesized lattice beam has to be adjusted such that
the resulting linear polarization is in extinction with the polarizer. The second flip-
mount is mounted with a mirror which extracts the transmitted intensity and guides
it onto a powermeter (Newport 2835C). The measured intensity is transferred to the
laboratory computer and serves as an input for a non-linear optimization algorithm
(Nelder-Mead method, [43]) which varies the phase difference of the DDS reference
until a minimum is reached.
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3.7 Summary

In this chapter a novel control software has been presented that has been first and
foremost developed to enable feedback methods for the spatial manipulation of atoms
in the optical lattice. Based on a first version developed by myself the software was
integrated in the experiment and extended in collaboration with PhD student C.
Robens. The capabilities of the legacy software have been recovered and extended
employing different hardware interfaces. Further automatized alignment and mea-
surement procedures, and an advanced data management system have been imple-
mented. The experiment has solely been operated with the new control software
during the last 4 month and all results presented in the following chapter on sorting
single atoms have been obtained using it.
In the future the new software can be used to apply closed-loop optimal control
methods to our system. One could for example optimize the transfer efficiency and
stability of microwave pulses against fluctuations in the transition frequency. This
can be achieved by modifying the amplitude or phase modulation of the pulse such
that e.g. the observed transfer efficiency is optimized. The fact that both data
acquisition and experimental control are encapsulated in a single program allows for
the implementation of such optimization loops.
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4 Sorting atoms in a state-dependent
optical lattice

In this chapter, I will present how we utilize spin-dependent transport, position-
dependent addressing, and feedback methods employing the new software to gen-
erate arbitrary patterns of neutral atoms in the optical lattice. The efficiency to
prepare equidistant strings of up to 6 atoms will be analyzed and compared to the-
oretical expectations. In addition, we have deterministically prepared two atoms in
a common lattice site. Light-induced losses of atoms in the same site provide a clear
signature of successful manipulations and allow us to characterize the preparation
efficiency.
Our implementation thereby resembles a technologically improved version of the
previously published atom sorting machine based on two crossed optical dipole
traps [44, 45]. Further, the results pave the way for future experiments intended
to study two-particle interferences or controlled interactions via cold collisions, di-
rectly realizing the entanglement proposal by D. Jaksch et. al. [33, 46].

The chapter is structured as follows. In the first section (4.1) the fundamental
building blocks of all feedback operations will be described and characterized. The
second section (4.2) describes a versatile feedback mechanism that has led to all
results presented in this chapter. In addition, its application for generating equidis-
tant strings of up to 6 atoms is analyzed. The final section (4.3) presents the main
results of this thesis, the precise preparation of two atoms in a common lattice site.

4.1 Addressing and transporting single atoms

As mentioned above the intention of the first section of this chapter is to characterize
the basic building blocks of the feedback mechanism, namely position-dependent
addressing of single atoms and state-dependent transport to target locations. The
combination of both methods allows us to manipulate the relative distance between
atoms in the lattice and thereby to generate artificial patterns. In the first sections
the position-dependent addressing of atoms in a magnetic field gradient will be
discussed. Previous results on this topic, obtained at the experimental apparatus at
hand, have been reported in the PhD thesis of M. Karski [12]. Further investigations
on position-dependent addressing at a different experiment in our group can be
found in the PhD thesis of D. Schrader [37] and the corresponding publication [47].
In addition, site-resolved microwave addressing employing the light-shift of a tightly
focused laser has been reported for a two-dimensional Mott insulator state [48].
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Figure 4.1: Configuration of the addressing coils in anti-Helmholtz configuration.

4.1.1 Position-dependent microwave addressing

To prepare two or more atoms in a pre-defined pattern we need to extend the exper-
imental methods described in chapter 2 by position-dependent addressing of atoms
such that state-dependent transport allows us to modify the relative distance be-
tween the atoms. For this purpose we apply a magnetic field gradient parallel to the
direction of the optical lattice (y-direction) using a pair of coils in anti-Helmholtz
configuration (see figure 4.1). Through these we drive a current of Igrad = 4.1 A.
Due to the magnetic field gradient the microwave transition frequency ω between
the qubit states becomes position-dependent according to [37]

ω(y) = ∆HFS + δ0 + ∆(y).

Here ∆HFS represents the bare hyperfine splitting of 2π×9.2 GHz, δ0 gives the addi-
tional shift from the magnetic quantization field, and ∆(y) is the position-dependent
contribution from the magnetic field gradient. On account of the linear Zeeman effect
this contribution for magnetic gradient strength B′(I) is given by [12]

∆(y) = γ B′(I) y,

with the gyromagnetic ratio γ = (3g3 − 4g4)µB/~ ≈ 2π × 2.5 MHz/G. According to
the gradient calibration method discussed in the following we obtain a shift of the
transition frequency between neighboring lattice sites ∆(λ/2) of

∆(λ/2) = 2π × (1.251± 0.006) kHz, (4.1)

which in turn converts into a gradient strength of B′(I = 4.1 A) = 1.16 mG/µm.

Microwave addressing pulses

The magnetic field gradient will be constant in the subsequent analysis. Therefore,
the spatial addressing resolution depends only on the spectral width of the applied
microwave pulse. In figure 4.2 spectra for two different microwave pulse-shapes are
shown. The spectrum on the left corresponds to a square pulse fulfilling the π-
pulse condition. The pulse has a duration of τπ = 9µs applied with the maximum
attainable Rabi frequency ΩR = 2π × 55 kHz. The fourier-limited shape of the
spectrum indicates two drawbacks of this pulse-scheme for application in position-
dependent addressing.
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Figure 4.2: Microwave spectra obtained with a square pulse with ΩR = 55 kHz (a) and a
Gaussian pulse ((b), compare eq. 4.2) with a 1/

√
e-width of σ = 15µs. The simulated

spectra (dashed lines) are obtained by solving the damped Bloch equations with T1 =
100 ms and T ′2 = 350µs.

First the large spectral width ∆ωFWHM = 2π × 96 kHz leads to a low spatial res-
olution which secondly is further reduced by higher-order side-lobes. To circumvent
this problem one could reduce the Rabi frequency of the square pulse and adjust
the pulse duration such that the π-pulse condition is met again. Thereby, one can
reduce the spectral width of the pulse but at the same time, due to the limited
transversal relaxation time T ′2 = 350µs, also the maximum achievable transfer is
reduced. Further, the side-lobes still have to be taken into account.

Hence, instead of the square pulse we chose to use a pulse with Gaussian ampli-
tude modulation

ΩR(t) = Ω0 · exp

(
(t− tpulse/2)2

2σ2

)
, (4.2)

with 1/
√
e-width of σ = 15µs and pulse duration tpulse = 150µs = 10σ. The

maximum Rabi frequency Ω0 is adjusted such that the π-condition is fulfilled and the
amplitude modulation is controlled by the voltage-controlled attenuator mentioned
in section 3.4. The right panel of figure 4.2 shows the corresponding spectrum which
is also of Gaussian-shape. In this case the spectral width amounts to ∆ωFWHM =
20 kHz. The spatial resolution of the addressing pulse is proportional to the spectral
distance between maximum transfer and the point where the transfer cannot be
distinguished from the background of the spectrum, which is caused by the limited
T1 time and non-ideal state preparation and detection. In this thesis the threshold
is set to 1 % which for the Gaussian spectrum presented in figure 4.2 (b) leads to

∆Addr = 30 kHz.

Using ∆(λ/2) from equation 4.1 which converts a spectral resolution to a spatial
resolution dMW we obtain

dMW = ∆Addr/∆(λ/2) ≥ 16λ/2,

which corresponds to a reasonable compromise between selectivity of the addressing
pulse and transfer efficiency for the selected gradient current.
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Figure 4.3: Illustration of the gradient calibration method. (a) Average over 20 fluorescence
images of the initial population of atoms in the optical lattice. The loading duration of the
MOT amounted to 20 s. (b) Average over 20 fluorescence images acquired after applying
the position-dependent addressing and push-out to the initial populations.

Magnetic field gradient calibration

In the following I will describe how we calibrate the position-dependent transition
frequency already used in equation 4.1 (see also figure 4.3). We start by loading the
magneto-optical trap for a comparably long time of 20 s such that we can reach a
high average filling of the optical lattice. Then we acquire a fluorescence image of the
initial population of atoms. Subsequently we ramp up the magnetic field gradient
and apply an addressing pulse. Thereafter we apply the state-selective push-out and
acquire a second fluorescence image. After repeating this procedure for 20 times we
average the final population in the lattice. Figure 4.3 (b) shows an example of the
resulting average distribution of photoelectrons for a transition frequency resonant
with atoms located close to the center of the fluorescence image.
The Gaussian distribution of the vertically binned photoelectrons (bottom-right
panel) represents a microwave spectrum in position space (see for comparison fig-
ure 4.2 (b)). The center-position of the binned distribution, determined by fitting a
Gaussian to the data points, allows us to estimate the position in the lattice with
which the current addressing frequency is resonant. We repeat this process for var-
ious microwave frequencies. After several iterations the fitted central positions can
be used to determine the magnetic field gradient as shown in figure 4.4. We extract
the linear calibration function for the position-dependent addressing frequency by
fitting the following linear function to the extracted central positions

∆ω(y) = ∆0 + ∆ · y

with ∆0 being the frequency offset at left border of the camera field of view (y = 0)
and ∆ being the change of transition frequency per pixel in the field of view.
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Figure 4.4: Resulting magnetic field gradient calibration for a current generating the gra-
dient of 4.1 A. The resulting calibration parameters are discussed in the text below. The
error bars are smaller than the data points.

For the measurement shown in figure 4.4 we obtained the following values

∆0 = (−141.59± 0.74) kHz ∆ = (851± 4) Hz /Px

Using the conversion factor η between pixels on the CCD detector and lattice sites
in the object plane (η = 1.471 px / (λ/2)) we obtain the slope per lattice site ∆(λ/2)
with the result given in equation 4.1.

Automatized gradient calibration in the new control software

To ensure that the transfer efficiency of the Gaussian pulse is as high as possible the
calibration has to be repeated before each measurement. We observed that the zero
position of the magnetic field gradient drifts over several lattice sites within hours
and therefore automatized the calibration method which can even be performed
during measurements. In the software this is implemented via two functions

• Automatized measurement and analysis routine for the gradient calibration.

• Look-up function to retrieve the hardware control signals required for the de-
sired transition frequency given the atom position, the current calibration, and
hardware settings.

Based on these functions we can build up more sophisticated feedback schemes
which rely on position-dependent addressing. Two schemes that have been developed
during this thesis will be discussed in the following two main sections.
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4 Sorting atoms in a state-dependent optical lattice

(a)

(b)

Figure 4.5: Illustration of the measurement procedure used to characterize the transport
efficiency employing the polarization-synthesis setup. (a) Initial fluorescence image of five
atoms. (b) After applying a global transport operation the atoms are shifted by 80λ/2.

4.1.2 Transport efficiency analysis

In this section the transport fidelity that we achieve with the polarization-synthesis
setup will be analyzed. A description of the underlying physical implementation of
the transport setup and control hardware is given in section 3.4.

All transport operations in this thesis have been obtained with cosinusoidal phase
ramps which ensure that the atoms are smoothly accelerated such that no vibra-
tional excitations are generated during transport. We have checked that this is the
case by measuring sideband spectra of atoms after transport which have initially
been prepared in the ground state of the longitudinal vibrational levels. Thereby
we have observed that 98 % of the atoms remained in the longitudinal ground-state.
The phase ramp P in degrees for a transport of N lattice sites, sampled with S
sample points si is given by the following expression

P (si) = N · 180◦ · (1− cos(π · si/S + π) + φ0 (4.3)

with φ0 being an initial phase offset. An example ramp is shown in figure 4.11 (b).
The duration between updates of the samples in the DDS (see section 3.4) can be
configured with a minimum duration and resolution of 10 ns. The control software
automatically adjusts this duration, ensuring that the acceleration of the atoms is
below a empiric threshold, which again ensures that no excitations are generated.

In order to characterize the transport precision the following measurement procedure
has been used: Initially we load the optical lattice from the magneto-optical trap
and adjust the loading time such that only a small number of atoms is transferred
to the lattice. This ensures that the initial and final positions of the atoms can be
numerically reconstructed with high fidelity. We optically pump the atoms trapped
in the lattice into the |↑〉-state and then shift the σ+-polarized lattice using the phase
ramp from equation 4.3. Hence, all atoms that have been successfully initialized in
the |↑〉-state will be transported (see figure 4.5).
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Figure 4.6: Probability to successfully transport atoms over target distances with an al-
lowed tolerance of λ/2.

The transport distances amounted to multiples of 10 · λ/2 from 10 to 100 lattice
sites. We have repeated this procedure 400 times for each of the transport dis-
tances. Afterwards we analyzed the probability with which the distance between
the initial position of an atom and the final position matches with the transport
distance within 1 lattice site. The obtained efficiencies are displayed in figure 4.6.

We had to attribute a tolerance of one lattice site in the following analysis because
the position reconstruction precision has been non-ideal during the acquisition of
this dataset. We have analyzed only those images in which the atoms where initially
isolated by at least the transport distance d from the next neighboring atom. Hence,
the number of useable images reduces significantly for larger transport distances as
this restriction excludes more and more atoms which are separated by less than
d. As a consequence the statistical uncertainties increase for larger transport dis-
tances. The average transport efficiency P̄ for distances between 10 and 100 lattice
sites amounted to

P̄ = 96± 2 %.

Hence, we can with certain qualifications rely on a precise transport mechanism in
the following feedback techniques for pattern generation. The new polarization syn-
thesis setup increases the range of accessible transport distances which was limited
to 15 lattice sites with efficiency above 70% in the previous EOM setup (see [14]).
In the future a more detailed analysis of the transport fidelity under ideal imaging
conditions should be conducted to discriminate more precisely between errors due
to non-correct detection and actual transport errors.
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Figure 4.7: String of 6 atoms deterministically prepared with a target distance of 20 lattice
sites and a tolerance of 1 lattice site for each of the inter-atomic distance.

4.2 Generating equidistant strings of atoms

Given the control over state-dependent transport and position-dependent address-
ing described in the previous sections sophisticated feedback schemes can be imple-
mented that allow us to deterministically arrange patterns of atoms in the optical
lattice. Apart from being a benchmark for the control system pattern generation
might serve useful in the future for example to provide a starting distribution of
atoms for experiments like interacting quantum walks. Further details on possible
applications can be found in the outlook of this thesis.

4.2.1 Feedback mechanism

At the beginning of each attempt to generate the desired pattern we load the optical
lattice with a loading-sequence optimized according to the following criteria

• The mean number of loaded atoms is ideally slightly higher than the required
number of atoms for the pattern. We can adjust this parameter by changing
the loading time of the MOT.

• The spread of the atoms is optimized to ensure addressability. For this purpose
we turn off one of the arms of the optical lattice during the loading sequence.
The atoms redistribute in the remaining running-wave trap which leads to a
larger average spread.

Afterwards we enter the feedback loop which runs until we either reach the target
pattern within the tolerance limits (1 · λ/2 per separation, or no tolerance) or until
the desired pattern cannot be generated anymore because the number of available
atoms is lower than the number of atoms required to generate the pattern. During
the feedback chain the following two steps are always executed subsequently

1. Determine a reaction given the current fluorescence image of the atoms in the
optical lattice.

2. Generate and run an experimental sequence designed to achieve the required
reaction and acquire a new fluorescence image.
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4.2 Generating equidistant strings of atoms

Figure 4.8: Schematic of the feedback algorithm, which determines a suitable reaction,
based on the input parameters (fluorescence image, desired pattern).

In the following I will describe both steps in detail and how they are integrated into
the control system. One should note at this point that the algorithm presented here
,though representing a flexible and robust method to achieve the goal pattern, is
not optimized in terms of overall efficiency or speed. Instead of compressing many
addressing and transport steps into one experimental sequence we chose to apply
each adjustment step one after another in single sequences.

Figure 4.8 shows a schematic which illustrates the functional principle of the feed-
back algorithm. As already mentioned before, we start with a fluorescence image
of the current distribution of atoms in the lattice. While the algorithm is evalu-
ating the image and reprograms the hardware, the atoms are stored in the lattice
with activated molasses beams which provide further cooling. The lifetime in this
case is limited by collisions with the thermal background gas in the vacuum cell
and amounts to several minutes such that we can typically neglect any losses during
feedback computations. The total number of atoms Nt and their positions Pi with
i ∈ {1, 2, ..., Nt} are reconstructed using thresholding and numerical deconvolution
(see section 2.4), respectively. The positions are sorted in descending order and the
zero position is defined by the left border of the field of view.

Subsequently the separation of each atom to the neighboring one (if the atom is
located at the outer right/left) or two atoms is calculated. Only atoms which are
separated far enough from each other, such that they can be selectively addressed,
can be manipulated and used to generate the pattern. Hence, the number of use-
able atoms Na is given by all atoms that have a separation to neighboring atoms
larger than the addressing resolution dMW (Na ≤ Nt). Depending on the number of
atoms required to generate the pattern Nr and the number of useable atoms Na the
feedback algorithm decides for one of the following reaction mechanisms
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4 Sorting atoms in a state-dependent optical lattice

Figure 4.9: Exemplary feedback sequence for the preparation of an equidistant string of four
atoms with a separation between the atoms of 34λ/2. The qubit state after preparation
and manipulation steps are indicated below each of the fluorescence images.

1. Na < Nr : The target cannot be reached and we need to reload the optical
lattice to start with a new distribution.

2. Na > Nr : In this case more atoms are available than we need to generate the
pattern and therefore we need to select Nr atoms out of the Na available.

3. Na = Nr : Either a) The target state has been reached. Or b) Not all atoms
are at the desired location. → Sort with state-dependent transport.

Therefore the two non-trivial reactions are the selection of atoms and the actual
adjustment of their positions by moving them with state-dependent transport. These
will be discussed in the following. A graphical illustration of an exemplary feedback
sequence is shown in figure 4.9.

Selection of atoms

The selection of atoms relies on a combination of position-dependent addressing
and the pushout-scheme (see section 2.4). First all atoms are initialized in the |↑〉-
state by optical pumping. Afterwards only the atoms that we want to keep/select
are consecutively addressed with position-dependent Gaussian microwave pulses,
employing the magnetic field gradient. The duration of a single gaussian pulse
amounts to tPulse = 150µs which is approximately three orders of magnitude smaller
than the longitudinal decay time T1 = 100 ms of the qubit states.
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Figure 4.10: Representation of the programmable part of the select sequence described in
detail in the in the text below.

Therefore the pulse duration is not a limiting factor for all currently accessible
pattern sizes Nr ≤ 6 (see section 4.2.2). Directly after the last addressing pulse we
apply the pushout beam to keep only atoms which we have been addressed.

Sorting procedure

The generation of the actual pattern is achieved by moving one atom at a time
to target. For this purpose the array of current positions Pi is compared to the
target positions. As the absolute position of the pattern is not of relevance the
position of the rightmost atom defines a reference position. The desired distances of
the other atoms with respect to this reference position define the target positions.
The first disagreement between current and target position will be corrected which
means that the atoms to the right of the field of view will be moved first. Using
the state-dependent transport only one atom is moved and the positions of the rest
of the atoms is left untouched. Note that there exists one special case. If at least
three atoms are initially less separated than it is desired but above the addressing
resolution. In this case the algorithm might move multiple atoms instead of just
one to ensure that all of them stay addressable. However, in practical applications
this case does not occur frequently. After the optical pumping, a single addressing
pulse is applied which is resonant with the position of the atom that needs to be
moved. Subsequently the σ−-polarized lattice for the |↓〉-state is shifted by the
required number of lattice sites. Note that if all positions Pi correspond to the target
positions, the algorithm will count the current attempt as a success and reload.

Programming the hardware

In the following the second step of the feedback chain, namely the generation and
execution of the experimental sequence suitable for the reaction, will be described.
The feedback algorithm returns the desired reaction and the corresponding transport
distances and addressing positions to the control software.
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Figure 4.11: (a) Representation of the relevant and adjustable part of the sort sequence.
(b) Example transport phase ramp for 20 lattice sites, according to equation 4.3.

Subsequently the addressing positions in pixels are converted to an analog signal
for the frequency-modulation input of the microwave generator (see section 3.4). For
this purpose the linear calibration function from section 4.1.1 is used. Depending on
whether the select or sort procedure has to be applied the corresponding sequence
is adjusted as follows. For illustration the programmable blocks of both sequences
are shown in figure 4.10 and 4.11 (a), respectively.

In case of a selection procedure the feedback algorithm returns Ns addressing posi-
tions. After conversion to analog voltages, Ns subsequence-blocks are integrated into
the select sequence. This is shown for Ns = 3 in figure 4.10. The amplitude modu-
lation, controlled by the voltage-controlled attenuator, corresponds to the Gaussian
addressing pulse which has been characterized in section 4.1. Note that the fre-
quency modulation is constant during the application of each Gaussian pulse but
changes between different pulses. Hence, atoms at different positions are addressed.
In any case the atoms are optically pumped before the addressing operation and the
push-out is applied afterwards.

In case of a sorting operation typically a single addressing frequency is returned
for the one atom that needs to be moved. As discussed in the paragraph on the
sorting procedure in rare cases multiple atoms need to be shifted. In that case mul-
tiple addressing frequencies will be returned. Subsequently the required number of
addressing blocks will be integrated into the sequence. Figure 4.11 (a) shows the
case that one atoms needs to be transported.
Apart from integrating the addressing block the DDS needs to be programmed for
the transport phase ramp. In figure 4.11 (b) a typical phase ramp for 20 transport
steps according to equation 4.3 is depicted. The control software automatically gen-
erates the required ramp and uploads it to the DDS via the microcontroller interface
discussed in section 4.1.2. In any case the atoms are again optically pumped before
the addressing operation and the transport operation is executed with a reserved
maximum duration during the sequence of 2 ms.
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4.2.2 Results

N Preparation Distance (λ/2) Attempts Goal state reached Fraction (%)

2 25 1500 723 48.2
3 34 500 84 16.8
4 34 1000 84 8.4
6 20± 1 4871 5 0.1

Table 4.1: Observed success fractions for the generation of equidistant strings of atoms.

The feedback method described in the previous section has been used to generate
equidistant strings of N ∈ {2 , 3 , 4 , 6} atoms. The preparation distance between
neighboring atoms varied between 20 and 34 lattice sites. In total 7871 repetitions
have been measured distributed between the different string sizes N . The results of
the measurement as well as the detailed settings are shown in table 4.1.

The efficiency to reach the goal pattern can be decomposed into two contributions.
First, we consider the case that we start with a number of atoms that is larger than
the number required to reach the goal state. In this case the feedback algorithm
will react with an attempt to select a suitable subset of the available atoms. This
procedure is successful with a fidelity Fselect(N) which depends on the number of
atoms that we want to select. More specifically the fidelity can be expressed as

Fselect(N) = ANSN , (4.4)

with S representing the survival probability for a single atom per manipulation and
A being the addressing fidelity again for a single atom. Note that the state initial-
ization and the pushout-technique are assumed to be ideal here. If selecting the
required number of atoms is successful the sorting procedure starts which reaches
the target state with a fidelity of Fsort (see below).
The second contribution to the overall efficiency takes into account that the initial
number of atoms already equals the required number without the necessity to apply
the select procedure. In this case only the sorting fidelity Fsort has to be considered.
By attributing the relative frequencies fselect and fsort to the two possible contribu-
tions the total probability or efficiency to generate the desired pattern E(N) can be
written as

E(N) = Fsort · (fsort + fselect · Fselect). (4.5)

The sorting fidelity Fsort can be decomposed by considering the different scenarios
that can occur. As the initial position of rightmost atom defines the reference
position for all other atoms, N−1 successful transport operations have to be applied
to reach the goal state. In special cases more than one atom has to be addressed and
transported (see section 4.2.1) but this happens rarely and we can therefore neglect
the corresponding contribution to the fidelity.
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Figure 4.12: Super-exponential decay of the overall efficiency to generate a pattern con-
sisting of N ∈ {2, 3, 4, 6} atoms with an overall uniform spacing ≥ 20× λ/2.

The sorting operations are successful with probability SN ·A under the assumption
that transport errors can be negelected. With probability SN ·(1−A) the addressing
fails but all atoms remain in the lattice. In this case the feedback system will retry
to apply the same sorting procedure and the combined success probability for this
scenario is given by SN · (1 − A) · SN · A. Hence, by considering also higher order
cases, where the algorithm repeats the very same sorting procedure multiple times,
we obtain for the overall sorting fidelity

Fsort(N) =
(
SN ·A+ S2N · (1−A) ·A+ S3N ·A · (1−A)2 + . . .

)N−1
=

(
SN ·A ·

∞∑
k=0

(
SN (1−A)

)k)N−1

=

(
SN ·A · 1

1− SN (1−A)

)N−1
.

Therefore, we have gained theoretical model that includes the scaling of the selection
and sorting fidelities depending on the pattern size N , the addressing fidelity A, and
the survival probability S. The scaling of the relative frequencies fsort and fselect can
only be determined by measurement. In principle they can be optimized for each
specific pattern size N by adjusting the loading duration of the MOT.

To check the measured data for consistency with the model expressed by equa-
tion 4.5 both survival probability S and addressing fidelity A have been extracted
from the measured data for each single pattern size N . The obtained values can
be found in table 4.2. The survival probability has been deduced by the number
of cases in which a single atom remained in the lattice during a sorting operation.
Subsequently the addressing fidelity has been estimated from the number of suc-
cessful selection operations according to equation 4.4. The significantly enhanced
addressing fidelity in the case of N = 2 can be attributed to the fact that during this
specific measurement the gradient calibration procedure was repeated for multiple
times to ensure the best possible addressing accuracy.
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4.2 Generating equidistant strings of atoms

N fsort + fselect Addressing Efficiency A Survival S Ftheo Fmeas

2 79% 86(1)% 95(1)% 49(1)% 48(1)%
3 62% 80(2)% 92(1)% 16(1)% 17(1)%
4 37% 77(3)% 95.5(4)% 9(1)% 8(1)%
6 7% 77(3)% 93.6(3)% 0.3(3)% 0.10(5)%

Table 4.2: Overview of the fidelities involved in the atom sorting routine. The confidence
limits are obtained by the Clopper-Pearson method (α = 0.32).

Inserting the estimates for S and A with the measured values for fsort and fselect
into our model from equation 4.5 leads to a theoretical prediction Ftheo for the overall
pattern generation fidelity. Again the results can be found in table 4.2. They show,
within the uncertainties, agreement with the measured fidelities which confirms that
the underlying main mechanisms have been correctly identified and suggests that no
further mechanisms are present that significantly reduce the fidelity.

4.2.3 Discussion

In summary, this section comprises the experimental realization of a feedback algo-
rithm which enables us to deterministically generate patterns of atoms in the optical
lattice. In realistic applications the attainable pattern size is currently limited to
N ≤ 4. For larger pattern sizes the super-exponential decay of the generation effi-
ciency makes the use unpractical (see figure 4.12).
We have observed that the addressing relies critically on the frequent calibration of
the magnetic field gradient. For this purpose we have completely automatized this
procedure and can even schedule it in between measurements. One possible future
improvement might be the integration of addressing pulses with a spectral flat-top
profile (e.g adiabatic passages) which are less sensitive to drifts of the magnetic field
gradient while preserving the spectral selectivity [49].

In this thesis the addressing resolution was limited to 16λ/2. This limitation can in
principle be overcome by increasing the current generating the magnetic field gra-
dient. The installed power supply can deliver up to 45 A which would result in a
resolution of approximately 2λ/2 for the given addressing pulse.

The method can be used to generate starting distributions for quantum walks. This
could increase the repetition rate in the case of non-interacting walks if the atoms
are initially prepared such that their position distributions after the walk cannot
overlap. In the case of interacting quantum walks the procedure is even more rel-
evant as it can be used to deterministically prepare the desired initial separations
of the interacting walkers. In addition, the technique may even be used to generate
the initial distribution of atoms for a qubit-gate array.
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4.3 Preparing two atoms in a common lattice site

4.3.1 Experimental sequence

Figure 4.13: Exemplary feedback sequence for the preparation of the initial distribution
for a light-assisted collision experiment and the sequence bringing the atoms together.

The experimental sequence to bring two atoms to a common lattice site comprises
of two stages that will be described in the following. An additional illustration in
terms of fluorescence images of a typical realization is depicted in figure 4.13.
In the first stage we generate a pattern of two atoms in a distance of 25 ·λ/2 using an
adapted version of the feedback mechanism described in section 4.2.1. Recall that
in the previous applications the rightmost atom defined the reference position of the
pattern and the remaining atoms were positioned such that desired distances be-
tween the atoms were realized. This was justified by the fact that only the distance
between the atoms matters for the pattern and the absolute position in the field of
view was not of relevance. In addition we could reduce the number of required sort-
ing operations, as only N-1 atoms need to be sorted to achieve a pattern of N atoms.

The adaption consists in preparing the atoms always at the same positions. As
the optical lattice is never perfectly parallel to the surface of the imaging objec-
tive and the molasses illumination is inhomogenous, the performance of the imaging
system varies across the field of view. Hence, the positions have been selected by
optimizing the brightness of the atoms in terms of fluorescence counts to ensure op-
timal position reconstruction. This reduces the probability to transport both atoms
into neighboring instead of a common site. Further, the desired starting positions
can be realized with one successful sorting operation by addressing one atom and
then shifting both state-dependent potentials instead of just one. Hence, if initially
two or more atoms are present, we apply the select- and the adapted sort-procedure
subsequently or directly the latter one.

42



4.3 Preparing two atoms in a common lattice site

When two atoms are prepared in the desired starting positions the second stage
of the experiment is executed. Namely, the atom on the left starting position is
addressed and transported to the position of the atom on the right. In fact, we
chose to prepare the atoms in a distance of d ∈ {−2,−1, 0, 1, 2} ·λ/2, where negative
distances correspond to the cases in which the left atom crosses the position of the
other atom on the right during the transport sequence. The cases d 6= 0 can in turn
be used to quantitatively characterize the fidelity to bring both atoms into the same
site. For each preparation distance we measured 300 repetitions which according to
the discussion in section 4.2.2 results in approximately 150 initial patterns of two
atoms in a distance of 25 · λ/2.

4.3.2 Results

In the following sections the results of the measurements will be analyzed and the
on-site preparation efficiency will be estimated. We know from the previous sections
that the single atom addressing fidelity A amounts to 86 %. Therefore we expect
that in 1−A = 14 % of all attempts the addressing will fail and both atoms will re-
main in their initial positions. In the measurements we have observed this situation
in approximately 13(2) % of all attempts and we have post-selected these events in
all of the following analysis procedures.

The average intensity distribution of atoms in target separations of ±2, ±1, and
0 lattice sites allows for a qualitative cross-check of the obtained separation. Sub-
sequently we conduct a quantitative study of the fidelity to prepare the atoms in a
common site which is based on the mechanism of light-assisted collisions.

Two atom intensity distribution

For each preparation distance the fluorescence images which have been obtained
after the preparation are summed pixel wise. The center of the images is defined
by the reference position of the initial pattern. With this procedure we obtain the
average intensity profile of two atoms which we expect to be prepared in the corre-
sponding target distance. The resulting distributions in two and (vertically binned)
in one dimension are shown in figure 4.14.

The vertically binned distributions are normalized to the highest integrated count
rate and weighted with the number of images contributing to the summation. Due
to the light-induced losses the relative height of the intensity distribution for two
atoms prepared in a common site is significantly reduced. False preparations and
one-atom losses (see section 4.3.3) still lead to a non-vanishing intensity profile.
Using the intensity distributions one can already discriminate qualitatively between
the different preparation distances. We observe that the center position of the in-
tensity distributions shifts depending on the preparation distance from right to left
in figure 4.14 (b).
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Figure 4.14: (a) Pixelwise summed fluorescence images, of two atoms prepared in target
distances d ∈ {−2,−1, 0, 1, 2} ·λ/2 (from top to bottom). (b) Vertically integrated profile
of the summed fluorescence images, normalized to the highest peak of all profiles. The
inset shows the corresponding target preparation distance.

In addition we observe that the full width at half maximum (FWHM) of the
intensity distributions for equal preparation distances is compatible and increases
for further separated atoms

∆FWHM(d = +1) = 7.92 pixel ∆FWHM(d = −1) = 7.99 pixel (4.6)

∆FWHM(d = +2) = 8.88 pixel ∆FWHM(d = −2) = 8.85 pixel (4.7)

The integrated intensity profiles provide useful information for future benchmarks
and improvements of numerical position reconstruction algorithms in the case of
neighboring atoms. For this purpose we have so far relied on simulated fluorescence
images but simulations can not cover all effects of the physical system. This is
especially relevant as we have observed that the position reconstruction algorithm
does so far not reliably detect the correct separation between neighboring atoms.
Instead it seems to overestimate the actual distance systematically. An improved
version of the current deconvolution algorithm has been developed by A. Alberti. It
takes the discreteness of the lattice positions into account and based on simulated
images promises better performance. In the future this algorithm will be tested on
the given dataset.
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4.3 Preparing two atoms in a common lattice site

4.3.3 Success rate of bringing two atoms to a common site

The interaction of two atoms in a common lattice site under illumination of the
red-detuned fluorescence imaging beams leads to the mechanism of light-assisted
collisions under which either one or both of the atoms escape from the optical lattice
on a time-scale much shorter than the exposure time [50, 51]. This provides a clear
signature to check whether both atoms have reached a single site without relying on
position reconstruction methods. Hence, the analysis of the preparation efficiency
will be based on this physical mechanism. A brief introduction into the physics of
light-assisted collisions is given in the following paragraph. A detailed review of the
topic can be found in [50].

Light-assisted collisions

In figure 4.15 (a) three molecular interaction potentials for atoms in the ground-
or excited-state are depicted. These illustrate the two fundamental collision types,
namely radiative escape and fine-structure changing collisions. In both cases an
optical molasses photon with frequency ~ωL (red-detuned to the D2 transition) ex-
cites one of the two atoms to the P3/2 state. As a consequence the interaction
potential of the Cs2 quasi-molecule changes from a short range Van-der-Waals
interaction (V (R) = −C6/R

6) to a long range resonant dipole-dipole interaction
(V (R) = −C3/R

3) [52].
Therefore the atoms attract each other and gain kinetic energy while moving on the
potential curve. In the following either the excited state decays at interatomic dis-
tance Rdec by emitting a photon which is red-detuned with respect to ωL, henceforth
resulting in an overall kinetic energy gain per atom of

∆ERE = (~ωL − ~ωE(Rdec))/2.

This process is called radiative escape. Alternatively the excited atom undergoes a
fine-structure change (fcc) at the crossing point of the S1/2 + P3/2 and S1/2 + P1/2

potentials which in turn leads to a gain in kinetic energy per atom of [53]

∆EFCC/2kB ≈ 400 K.

In this case both atoms immediately leave the trapping potential as the trap depth
during the imaging process amounts to U = 0.4 mK. In addition hyperfine-structure
changing collisions (hcc) are possible during which, instead of a change in fine-
structure, a change of the hyperfine-structure state occurs. The energy released in
this case amounts to

∆EHCC/2kB ≈ 10 mK.

In conclusion, there are three loss mechanisms due to light-induced collisions. Out of
these the fine- and hyperfine-structure changing collisions lead to an escape of both
atoms as the energy gain is orders of magnitude larger than the depth of the trapping
potential. The energy gain due to radiative escape has a continuos distribution. In
section 4.3.4, I will argue that this process can in principle lead to the escape of only
one atom, e.g. due to anisotropies in initial kinetic energies.
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4 Sorting atoms in a state-dependent optical lattice

(a) (b)

Figure 4.15: (a) Molecular interaction potentials as a function of interatomic distance R.
(b) Histograms of integrated photoelectron counts of one and two atoms.

Determination of atom loss rates

In the following we extract the number of atoms that we observe after bringing
the atoms to the target distance. Therefore, we have to ensure that we can clearly
distinguish between two nearby atoms and a single one in terms of the integrated
fluorescence counts. Figure 4.15 (b) shows a histogram of photoelectrons integrated
over regions of interest in which the count-rate is significantly higher than the back-
ground. These have been observed in the fluorescence images before and after trans-
porting both atoms to a target distance of ±2,±1 and 0 lattice sites. The two
distributions correspond to the contribution of one and two atoms, respectively.
These are perfectly separated and hence we can reliably discriminate between zero,
one and two remaining atoms by introducing suitable threshold conditions.

In principle three observations are possible. Either both atoms remain in the lat-
tice (no atom loss), one atom remains (one atom loss) or none remains (two atoms
loss). We have also observed detections of more than two atoms (p = 1.6 %). These
are caused by atoms entering the field of view during transport or cosmic particles
generating false counts on the detector. The events have been post-selected before
the following analysis.

If no further loss channels, than those described by the single atom survival proba-
bility S = 95 % (extracted in section 4.2.2), are present, we anticipate the bare loss
rates for k out of two initially prepared atoms L(k|2) to be given by

L(0|2) = S2 = 90.3 % (4.8)

L(1|2) = 2 · (1− S) · S = 9.50 % (4.9)

L(2|2) = (1− S)2 = 0.25 % (4.10)
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Figure 4.16: Observation of atom-losses after bringing two atoms to a distance d ∈ {−2 ·
λ/2,−λ/2, 0, λ/2, 2 · λ/2}. The confidence limits are obtained by the Clopper-Pearson
method (α = 0.32).

We expect light-induced losses to occur and modify these loss rates if both atoms
have reached a common site. Hence, the efficiency and precision of the preparation
manifests itself in a significant change of atom-loss rates for target distance d = 0
and unchanged loss rates for d 6= 0. Ideally (perfect preparation efficiency) at least
one of the two atoms will be lost for d = 0, due to light-assisted collisions, which
corresponds to L(0|2) → 0. The observed atom loss rates for each preparation dis-
tance d are depicted in figure 4.16 and additionally listed in table 4.3.

For d 6= 0 the observations follow, within the uncertainties of the measurement,
the predictions from the already extracted survival probability expressed by equa-
tions 4.8 - 4.10. In principle we expect the two-atom survival probability for d = ±1
to be slightly lower than for d = ±2 because in these cases there is a higher chance
that position reconstruction or transport errors lead to a false preparation in d = 0.
Based on the preparation efficiency in d = 0, we have estimated that this effect is
on the order of the statistical uncertainties (3 %) and can therefore not be reliably
detected with the current sample size. The same is true for the expected increase of
the two-atom loss rate due to false preparation in d = 0.

The loss rates for d = 0 differ significantly from those for d 6= 0 proving that atoms
indeed reached the same lattice site and escaped the lattice due to light-induced
collisions. The low residual survival probability of both atoms L(0|2) = 8(3) % in-
dicates that the preparation efficiency is close to ideal. A detailed analysis of the
preparation efficiency will follow in the next paragraph. Furthermore we observe
one-atom losses which are significantly more probable from what can be explained
by the limited survival probability. Hence, light-induced collisions presumably also
lead to one-atom escapes in our system. A discussion of theoretical estimations and
further experimental studies on the possible mechanism behind one-atom losses is
presented in section 4.3.4.
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Preparation distance d (λ/2) Samplesize L(2|2) L(1|2) L(0|2)

2 109 0(2) % 8(4) % 92(3) %
1 120 0(2) % 8(3) % 92(3) %
0 138 60(4) % 32(4) % 8(3) %
-1 135 1(2) % 11(3) % 87(3) %
-2 136 1(2) % 7(3) % 92(2) %

Table 4.3: Observed two atom losses L(2|2), one atom losses L(1|2) and no atom losses
L(0|2) summarized for each preparation distance d. The confidence limits, given in brack-
ets, were obtained with the Clopper-Pearson method (α = 0.32).

Estimation of the preparation efficiency

In the following we want to estimate the preparation efficiency using the observed
atom loss rates. The analysis will be based on the assumption that light-assisted
collision can lead to one atom losses and that at least one atom leaves the optical
lattice during fluorescence imaging if both atoms are successfully placed in a common
site. Consequently, the observed rate of no atom loss L(0|2) in case of d = 0
corresponds to unsuccessful preparation attempts.
Because of the limited survival probability S, the observed atom loss rates are a
combination of atom losses due to light-assisted collisions LC(k|2) and bare atom
losses LB(k|2) which are uncorrelated to a successful preparation

L(k|2) = LB(k|2) + LC(k|2).

By subtracting the theoretical estimates according to equations 4.8 - 4.10, of the
bare one and two atom loss rates LB(k|2), we obtain an estimate of the loss rates
due to on-site light-assisted collisions

LC(k|2) = L(k|2)− LB(k|2).

From these loss rates which are correlated to light-assisted collisions the on-site
preparation efficiency for two atoms Psuccess can be estimated

Psuccess = LC(1|2) + LC(2|2) = 83(4) %

This corresponds to a significant improvement of the previously reported preparation
efficiency in our setup of P = 37(8) % [12] and a result employing crossed optical
dipole traps with P = 16(4) % [44].
According to the previous analysis the preparation efficiency is currently limited by
two effects. The bare two-atom survival probability reduces the probability that
both atoms remain in the lattice during the preparation by about 9 % (see equa-
tion 4.8). In addition the atoms might not reach the same site due to non-ideal
position reconstruction or errors during transport (spin-flips, tunneling).
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Figure 4.17: Cumulative distribution function C(E) of the energy released per atom during
light-assisted collisions according to the Montecarlo simulation discussed in the text.

4.3.4 Discussion of light-induced one atom losses

Energy release during radiative escape

As the gain in kinetic energy during light-assisted collisions is symmetrically dis-
tributed between the collision partners the observation of one-atom losses can only
be explained by anisotropies in the initial energy of the atoms or of the trapping
geometry. These anisotropies only have an impact if the energy released during
the collision is below or on the order of the trapping potential. We have estimated
that the process of fine-structure or hyperfine-structure changing collisions releases
significantly more energy than the trap depth. Hence, only the process of radiative
escape can lead to one-atom losses.

In the following I will describe a simple theoretical estimation of the energy re-
leased during radiative escape. The calculations are implemented as a Monte-Carlo
simulation based on deliberations by Pritchard and Gallagher [54] and by Kuhr [53].
We assume that the pair of atoms is initially excited at the Condon point R0 which
is defined by [55]

VS+P (R0) = ~δ,

with δ < 0 being the detuning, of the optical molasses beam that illuminates the
atoms during imaging, to the D2 line. The detuning in our setup is given by δ =
7Γ [14]. The potential VS+P is approximated by a model from Meath [56]

VS+P (R) = −f ~ΓD2

(
λD2

(2πR)

)3

, (4.11)

where f is a factor close to unity [50], ΓD2 = 2π×5.22 MHz is the natural linewidth of
the D2 line, and λD2 = 852.347 nm is the corresponding transition wavelength. The
classical equation of motion in one dimension with reduced mass of the two-body
system µ = MCs/2

µ
d2

dt2
R(t) = −∂VS+P

∂R
, (4.12)
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is numerically solved with temporal discretization ∆t = 10−12 s � 1/ΓD2 and the
initial conditions

R(t = 0) = R0,
d

dt
R

∣∣∣∣
t=0

= 0.

Using the differential equation we simulate the evolution of the system in the follow-
ing way. At each time-step the excited state decays with probability 1−exp(−∆tΓD2).
If this is the case, we store the current position of the quasi-molecule and convert it
into the energy gain per atom via

∆E = (V (R0)− V (R))/2.

In the opposite case we update the distance of the atoms according to the numerical
solution of the equation of motion and enter the next time-step until at some point
the excited state decays. We repeat the procedure for 106 realizations to reduce the
statistical uncertainties. Afterwards we generate the cumulative distribution func-
tion C(E) of the energy gain by determining the fraction of atoms that obtained an
energy gain smaller than E. The resulting distribution is shown in figure 4.17.

According to the simulation approximately 70 % of the collisions lead to an energy
gain per atom which is less than the trap depth. This indicates that radiative escape
collisions are in principle sensitive to the initial energy of the atoms and therefore
can lead to one atom losses. The cumulative distribution function does not reach
unity because in approximately 10 % of the simulations the interatomic distance be-
comes smaller than the validity region of the assumed potential. In these cases the
repulsive van der Waals interaction and the centrifugal barrier lead to an oscillation
on the potential curve that is not treated here. Hence, no prediction on the energy
release of these events can be given. In addition, a more precise calculation would
require to average over the molecular potential curves. Further, no estimation of the
relative occurrence of the different collision types is available, although theoretical
calculations predict them to be equally probable [50].

Further experimental studies

Light-assisted collisions leading to a one-atom loss have been reported in a previous
configuration of our setup. In that case a non-deterministic method to prepare two
atoms in a common lattice site has been used and a branching ratio of one and two-
atom losses of 46:54 has been reported [12]. A possible explanation for the different
branching ratio is that the configuration of the lattice beams and the cooling laser
frequencies has changed significantly over the years and theoretical studies have
proven that this leads to significant variations in the branching ratio.
Further measurements with two Cesium atoms prepared in a micro-potential via two
crossed optical dipole traps also suggested the existence of one atom losses [57] and
even measurements in a few atom Cesium MOT have lead to their observation [53,
55,58]. In addition, theoretical calculations and experimental results have confirmed
similar findings in a system of Rubidium atoms [52].
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4.3 Preparing two atoms in a common lattice site

4.3.5 Conclusion

In conclusion, we have realized a feedback method that allows us to prepare two
atoms in a common lattice site with a high preparation efficiency of P = 83(4) %.
The observation of significantly increased atom loss rates due to light-assisted col-
lisions provide a direct method to estimate the preparation efficiency. We have
observed light-induced one-atom losses and theoretical estimations have been pre-
sented which indicate that the collision mechanism of radiative escape can lead to
such observations due to anisotropies in the initial energy of the atoms or the trap-
ping potential. The results pave the way for future experiments intended to study
controlled interactions or interferences between precisely two atoms.
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5 Summary and Outlook

In this thesis, I have presented feedback methods to generate arbitrary patterns of
atoms in an one-dimensional, spin-dependent optical lattice. For this purpose a new
control software for the experiment has been planned and implemented. It encap-
sulates experimental control, acquisition of fluorescence images, and their analysis
into a single program and thereby allows for the realization of feedback logic.

Based on a versatile and adaptive feedback algorithm we have arranged equidis-
tant strings of up to six atoms with interatomic separation of d ≥ 20 lattice sites.
The measured preparation efficiency agrees with predictions of a theoretical model
indicating that the relevant technical limitations have been identified. In future
experiments the pattern generation method can be applied to arrange starting dis-
tributions for interacting quantum walks or even multi-qubit gate arrays.

The main result of this work is the precise preparation of two atoms in a com-
mon lattice site. After preparing two atoms in a well-defined initial separation,
employing the feedback algorithm mentioned above, both atoms have been trans-
ported into the same lattice site. We induced light-assisted collisions between atoms
that reached a common site and estimated the preparation efficiency based on the
observed light-induced loss rates, yielding 83(4) %. This represents a significant im-
provement compared to previous results obtained in our group.

(a) (b)

Figure 5.1: (a) The Hong-Ou-Mandel experiment: Two indistinguishable photons imping-
ing on the input ports of a beam splitter show bunching at the output due to interfer-
ence. (b) Analogous implementation with massive Cesium atoms prepared in the motional
ground-state. Both atoms are spin-dependently transported into a common lattice site.
A π/2-pulse removes the which-way information leading to bunched observation of both
atoms when separating the spin-dependent potentials.
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5 Summary and Outlook

During the work presented in this thesis the experimental setup has been extended
with an additional doughnut-shaped and blue-detuned trap leading to a stronger
confinement of the atoms in the transversal directions. Combined with a Raman
laser system resolved-sideband cooling of the transversal motion has been observed,
enabling the preparation of atoms in the three-dimensional ground-state [25].
The combination of position feedback and ground-state cooling opens the door for the
study of fascinating physics from the Hong-Ou-Mandel interference of two indistin-
guishable massive particles (shown in figure 5.1) to the realization of a fundamental
two-qubit gate.
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