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CHAPTER 1

Introduction

Since Einstein’s groundbreaking explanation of the absorption and emission of electro-
magnetic radiation by atoms in 1917 [1, 2], matter-light interaction at the quantum
level has been subject of extensive research. During the years that followed, most of the
observed effects of this interaction could be well described by the semi-classical theory,
see e.g. [3]. Nevertheless, the fundamental phenomenon of spontaneous decay of an
excited atom by the emision of a photon, could not be accurately explained until Dirac
formulated the quantization of the electromagnetic field in 1927 [4]. With the theory of
Quantum Electrodynamics (QED), spontaneous emission was understood as resulting
from the coupling of an atom with the zero-point energy fluctuations of the radiation
field in the surrounding medium.

Later, in 1946, Purcell discovered that the rate of spontaneous emission of an atom
could be modified by imposing boundary conditions [5], such as two parallel mirrors
forming a cavity, hence restricting the available modes of the electromagnetic field. This
seminal paper gave birth to the field of Cavity Quantum Electrodynamics (CQED). A
comprehensive discussion of this field from an experimental point of view is found in
the book by Haroche and Raimond [6]. The most fundamental system of this kind, a
single two-level atom interacting with a single electromagnetic mode of the cavity, can
be described by the Jaynes-Cummings model [7]. The electric-dipole coupling rate g,
which describes the strength of the interaction between the atom and the field, depends
on the mode volume of the cavity: g ∝ V −1/2. A more realistic scenario (shown in Figure
1.1a) takes into account the decay processes of the system due to its interaction with the
environment: the atom can spontaneously emit a photon in free space with a scattering
rate γ, and the photons can leak out of the resonator at a rate 2κ with the cavity field
damping rate κ. A standard figure of merit of the atom-photon interaction in these
systems is the cooperativity, defined as C = g

2

2κγ . Particularly interesting effects arise if
a photon emitted by the atom has a high probability of being reabsorbed by the same
atom before escaping the cavity, e.g. g � κ, γ. This is the so called strong-coupling
regime, where the atom couples coherently to the vacuum state of the cavity mode [8].
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Chapter 1 Introduction

(a) (b)

Figure 1.1: Dissipative preparation of entanglement with an optical cavity. (a) Funda-
mental Cavity-QED system: a single two-level atom interacts with a single mode of the cavity
with dipole-coupling strength g. The relaxation channels of the system are the leakage of photons
at the cavity decay rate κ and the spontaneaous decay of the atom by emitting photons out of
the cavity mode at rate γ. (b) Schematic of the dissipative bipartite entanglement protocol inside
an optical cavity proposed by [9, 10] (adapted). The identical two three-level atoms are globally
addressed by a resonant driving field, the intra-cavity field and a detuned microwave field (or
Raman beam), with respective strengths Ω, g and ΩMW. Spontaneous emission γ and cavity
photon loss κ serve as dissipation channels.

In more recent times, experimental atom-cavity systems have gained much interest as
powerful tools for Quantum Information [11, 12]. A review of experimental techniques
used in such CQED systems can be found in [13]. For instance it has been shown that
they can be used to store the quantum information of single photons and retrieve it
later, showing their potential to work as repeaters in a quantum network [14, 15]. On
another side, these systems can also open the door to study more fundamental quantum
effects, such as entanglement [16]. In fact, they could allow the creation of fully entangled
steady states of multiple particles through dissipation, by properly engineering the decay
channels, as shown recently in novel theoretical proposals [9, 10, 17, 18, 19]. The main
advantages of such dissipative entanglement preparation schemes, are their independence
from the initial state of the system, the robustness of the target state against disturbances,
and the use of pure non-local addressing.

In this regard, presently, one major aim of our research group is to realize the first
experimental implementation of dissipative bipartite entanglement, following the protocol
proposed by [9, 10]. To implement the protocol, two three-level atoms need to be
positioned inside the optical Fabry-Perot cavity such that they couple identically to the
resonant cavity mode. It has been shown that, through dissipative state engineering, the
system can be unidirectionally pumped to the maximally entangled singlet state

|S〉 = 1√
2

(|0〉1 |1〉2 − |1〉1 |0〉2) = 1√
2

(|01〉 − |10〉) ,

2



where |0〉i and |1〉i are two hyperfine ground states of atom i. As shown in Figure 1.1b,
both atoms are globally addressed with different fields. A resonant beam coherently drives
the transition between |0〉 and the excited state |e〉, while the atom-cavity interaction
connects |e〉 and |1〉. Finally, a detuned microwave field or Raman beam couples the two
ground states. A fundamental requirement of the protocol is a phase difference of the
laser driving field of e−iπ = −1 between the two atoms. This condition is fulfilled if the
two atoms are trapped in optical lattice potentials with a relative distance along the
driving beam axis of ∆y = (2n+ 1)λ/2 for n ∈ N.

For the physical implementation this translates into two main demands. First, we
require an optical cavity coupled to atoms in the strong coupling regime, i.e. with C > 1,
and the already mentioned addressing fields. Second, we need precise control of the
atom number and their relative position inside the cavity mode. The first condition is
already fulfilled by our main experimental setup, while to satisfy the second condition
additional systems were needed, and their implementation is the central topic of this thesis.

In the following I give an overview of our experimental apparatus, shown in a simplified
scheme in Figure 1.2. For a more detailed description refer to [20]. We use a fiber-based
optical Fabry-Pérot cavity [21], produced in our group [22] and placed inside an ultra-high
vacuum (UHV) system, coupled with the D2 line of neutral 87Rb atoms (780 nm). Due to
the small mode volume of the resonator (w0 ≈ 5 µm), it provides a high coupling strength
(g/2π ≈ 80 MHz) with relatively fast leakage rate that characterizes an open cavity
(κ/2π ≈ 120 MHz). The latter is advantageous to act on the system or retrieve informa-
tion from it with high efficiency. The cooperativity is C ≈ 9 with γRb,D2/2π ≈ 3 MHz.
The cavity length is stabilized using a 770 nm lock laser tuned such that the cavity is
on resonance with both the lock laser and the 87Rb D2 line. A magneto-optical trap
(MOT) of 87Rb atoms is created at 1mm away from the cavity due to the limited optical
access. Cold atoms from the MOT are loaded into an optical lattice (λ = 860 nm, far
detuned from atomic resonances), and then transported to the center of the cavity via
an optical conveyor belt [23] along the horizontal axis y. There, the atoms are confined
in the three directions by the use of an additional red-detuned optical lattice (on the
horizontal xy-plane) and the intra-cavity standing wave of the lock laser (in the cavity
axis z). Th trap depths of the horizontal lattice are 1.2 mK and 0.5 mK in the x and y
directions respectively. Four aspheric lenses with high numerical aperture (NA ≈ 0.5),
mounted inside the vacuum, are used to tightly focus the red-detuned trap beams. For
imaging the atoms with high resolution, we illuminate them with counter-propagating
light along the y-axis, near-resonant with the D2 line. One of the high-NA lenses (aligned
with the x-axis) collects a fraction of the emitted fluorescence, that is detected with an
EMCCD camera. Additionally, a weak beam at 780 nm sent through the cavity serves to
probe the atom-cavity system; its back-reflection is detected with a single-photon counter
module (SPCM). We have observed that the simultaneous resonance of the cavity and
the illumination beam with the atoms cause inconsistent imaging, as will be discussed
further on in the text.
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Figure 1.2: Our fiber-cavity experimental setup [20]. (a) View from the top showing the
main components of the system used to trap 87Rb atoms in a 3D optical lattice inside the cavity.
We image the atoms by shining a near-resonant illumination beam along both direction of the
y-axis, collecting the induced fluorescence with one of the high-NA lenses along the x-axis and
detecting it with an EMCCD camera. (b) View from the side that shows how the atoms are
loaded from the MOT into the dipole trap and transported to the cavity center with an optical
conveyor belt. We probe the atom-cavity system by detecting the back-reflection of a weak beam
with an SPCM.

In this work, I present the two experimental systems I developed and implemented
to satisfy the second condition for the implementation of the dissipative entanglement
protocol. That is: first to detect the position of the atoms, and then to prepare them in
a given distribution. The thesis has the following structure:

In Chapter 2, an alternative technique for fluorescence imaging of the atoms inside the
cavity is shown. This new technique, with illumination in the D1 line of 87Rb, allows to
image the atoms when they are on resonance with the cavity in a consistent and robust
way, in contrast to the standard imaging with the D2 line. The high resolution images
can be used to determine the position of the atoms in the lattice, with techniques already
employed in other experiments of our group, but this goes beyond the reach of this work.
This opens the possibility for individual addressing. In Chapter 3, I describe a setup
to optically address and expel individual atoms off the optical lattice with a push-out
beam. This addressing scheme will enable the selection and/or modification of particular
patterns of atoms inside the cavity, thus controlling their number and relative distance. I
conclude, in Chapter 4, with the discussion of the obtained results as well as with an
overview of other possible future applications of the newly implemented systems.
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CHAPTER 2

Fluorescence imaging of atoms inside the
cavity

One main condition for the implementation of the dissipative entanglement protocol is to
obtain precise information about the configuration of the atomic ensemble. In particular,
we need to know the number of atoms and their relative distance, in other words their
positions, in the optical lattice. One common technique to retrieve this information is
by fluorescence imaging: the atoms are illuminated by near-resonant light in a molasses
configuration in order to cool the atoms in all directions, while some fraction of the
emitted photons is collected and detected with an optical system to obtain an image.
This technique has been widely used in other research groups [24, 25], and in our labor-
atory with high accuracy in the position determination of the atoms in the trap [26, 27, 28].

The main benefit of the usual 3D molases configuration with red-detuned illumination,
is that it offers a cooling mechanism during the imaging process, that counteracts the
heating of the atoms from the photon recoil, and ensures their survival in the trap.
Nevertheless, our fiber-cavity setup does not allow such configuration because the vertical
axis is blocked by the cavity, and one of the available horizontal axes is reserved for the
imaging system. To circumvent this issue, other groups have shown novel cavity-cooling
techniques [29]. Unfortunately, the desired open nature of our cavity entails a large
linewidth κ/2π ≈ 120 MHz that does not allow to implement such cooling methods
[20]. Inevitably, this leads to heating and the subsequent loss of atoms even for short
illumination times. Therefore, presently only destructive imaging is possible in our system.

The standard method that we use for fluorescence imaging is understood by recalling
the setup presented previously in Figure 1.2. An illumination laser is focused at the
center of the cavity from conterpropagating direction along the y-axis, with lin⊥lin
polarizations. This beam is near-resonant with the D2 line of 87Rb (see Fig. 2.1a) in the
{F = 2→ F ′ = 3 hyperfine cycling transition. An additional weak repumper beam in
the {F = 1 → F ′ = 2 transition prevents losses from off-resonant excitation that may
lead to populating the F = 1 state. Then, part of the fluorescence emitted by the atoms
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Chapter 2 Fluorescence imaging of atoms inside the cavity

is collected by one of the high-NA lenses in the x-axis, and focused onto the chip of an
EMCCD camera to form the image. In this case only 1D molasses cooling is present.

However, under this scheme we encountered a problem intrinsic to our cavity-atoms
system, given that the cavity is also resonant with the D2 line for highest coupling rate
with the atoms. In fact, the cavity affects the free-space scattering properties of the
atoms, hindering their fluorescence detection. This effect is analyzed in detail in [20].
The issue can be clearly observed in Figure 2.1b: if the cavity is out of resonance with
the D2 line, after averaging many images, we see that the fluorescence is highest in the
cavity region, where the 3D optical lattice traps the atoms for a longer time. On the
other hand, if both the cavity and the illumination light are resonant with the D2 light,
we notice that the detected fluorescence in the cavity region diminishes significantly. This
effect is manly understood as following: due to the Purcell effect, the scattering rate of
the atoms is enhanced in general; with the absence of a cooling mechanism during the
imaging process, the enhanced scattering translates directly into higher heating rates
and lead to a very rapid loss of the atoms from the trap; but the emission occurs mostly
in the cavity mode, resulting in an overall lower fluorescence in free space.

But even in the case of a working cooling mechanism, the biggest problem is that
the scattering of the atoms becomes dependent on additional factors, for instance on
the coupling of individual atoms with the cavity and on the probe-cavity detuning.
This is highly undesirable since it makes the fluorescence detection inconsistent and
non-reproducible.

One possible solution is to move the cavity away from resonance during the imaging
process. However, due to the broad linewidth of our cavity, we measured that a detuning
of at least 1GHz was needed to eliminate the effect. This is experimentally possible
but technically elaborated. For this reason we chose another approach: to use the D1
line of 87Rb for imaging while still keeping the cavity on resonance with the D2 line.
In this way, the imaging light at 795 nm would be far from any cavity resonance, and
hence insensitive to the cavity effects mentioned previously. This imaging method is still
destructive but can be further combined with cooling schemes that use the D2 line, and
the cooling light filtered out before detection. Yet, it was not known if imaging with the
D1 line would work, since it has no cycling transition and multiple dark states are present.

In this chapter I will show that D1 fluorescence imaging is possible in our system.
The first part (Sec. 2.1) gives an overview of the working principle of the new imaging
technique, as well as some basic theoretical background of the physical processes in-
volved. Subsequently in Section 2.2, I will cover the experimental steps followed for the
implementation and give some relevant technical details. Finally, the last part (Sec. 2.3)
describes the optimization process of the imaging parameters and reports the first results
of the project.
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Figure 2.1: Effect of the cavity on the free space scattering of the atoms when imaging
in the 87Rb D2 line. (a) Scheme of the energy levels. (b) Fluorescence images of the atoms
trapped in the optical lattice, averaged over many shots, showing the difference when the cavity
is off-resonant and when on resonnance with the D2 line (figure extracted from [20]).

2.1 Overview of the imaging technique with the D1 line
As already introduced, the idea to solve the imaging problem was to use the D1 line of
Rubidium 87 for the fluorescence detection of the atoms, instead of the previously used
D2 line, while keeping the cavity resonant with the latter. In the following I will present
this new imaging scheme that was implemented in the main experiment.

2.1.1 Illumination scheme

The energy levels of the D1 line of 87Rb are shown in Figure 2.2a [30]. The ground state
5S1/2 and the excited state 5P1/2 have an energy difference corresponding to a wavelength
of ≈ 795 nm. Both ground and excited states are subdivided into two hyperfine levels,
with F = {1, 2} separated by ≈ 6.8 GHz, and F ′ = {1, 2} by ≈ 814 MHz respectively.

In contrast to the D2 line, in the D1 line all four F → F ′ transitions are allowed by
electric dipole interaction with similar strength factors. This means that there is no
cycling transition possible, like the {2 → 3 one of the former. Hence, for the imaging
process two equally strong lasers are needed for addressing both ground states. Otherwise,
if we address only one hyperfine transition, the atom will eventually decay to the other
ground level and remain in a dark state insensitive to the illumination.

Having this in mind, there are four different possible combinations {F → F ′, F → F ′}
of the transitions addressed simultaneously with two lasers. We consider first the ones
where the F ′ level is shared: {1→ 1, 2→ 1} and {1→ 2, 2→ 2}. In these cases, the Λ-
scheme of the two optical fields (see Fig. 2.2b) can generate coherent population transfer
between the ground levels, and thus inhibit the fluorescence via electromagnetically-
induced transparency (EIT) [31], so they should be avoided.
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{1 → 1, 2 → 2} for this work. (c) Illustration of the possible cases leading to dark states for
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This leaves us with only two useful illumination schemes: {1 → 1, 2 → 2} and
{1→ 2, 2→ 1}. Now we have to take into account the allowed mF transitions withing
the hyperfine levels and the resulting dark states (Figure 2.2c), given that our illumination
light is linearly polarized. In the case that F = F ′ the transition mF = 0→ mF

′ = 0 is
forbidden, so the state |F,mF = 0〉 is dark. Also, if F > F ′ the two outermost mF levels
are dark as they are not addressed by the illumination fields. Only when F < F ′ no such
states exist. Both choices of the illumination scheme present two dark states that will
hinder the fluorescence of the atoms. To circumvent this problem, on can scramble the
mF level by applying a magnetic field misaligned with the polarization axis. Ultimately,
for this project we decided to use the illumination scheme {1 → 1, 2 → 2} due to a
better performance of our lasers in these transitions (see Section 2.2.2).

2.1.2 Basic theory of fluorescence imaging

In order to have a basic theoretical understanding of the physical processes occurring
during the imaging procedure, we start by considering the simplest possible system:
a two-level atom illuminated by a monochromatic light source with intensity I and
frequency ωillu.

Scattering rate and saturation intensity

This two-level atom will oscillate between excited state |e〉 and ground state |g〉, by
absorbing photons from the illumination field, and emit photons with the transition
energy between the two levels (frequency ω0). The photon scattering rate Rsc is obtained
from the steady-state solutions of the optical Bloch equations in an atomic ensemble [32,
Ch. 2]:

Rsc = Γ
2

I/Is

1 + I/Is + (2∆/Γ)2 (2.1)

8



2.1 Overview of the imaging technique with the D1 line

where Γ is the natural decay rate of the atom from the excited level, ∆ = ωillu − ω0
is the frequency detuning of the illumination frequency from the resonance, and Is
is the saturation intensity of the transition. The latter is defined as the on-resonance
intensity at which, in steady-state, the average population of the excited state is ρee = 1/4.

Equation 2.1 shows that scattering rate exhibits a non-linear response to the illumin-
ation intensity. At low driving power, I/Is � 1, the behavior is approximately linear
and the ensemble population occupies mostly the ground level |g〉. However, at very
high intensities, with I/Is � 1, the scattering rate saturates at the asymptotic value of
Rsc = Γ/2 and the population of the excited state |e〉 reaches the maximum ρee = 1/2.

A quantitative calculation of Is for a specific transition can be done considering the
dipole matrix elements 〈g|ε · d|e〉, with the expression [33]

Is = cε0Γ2~2

4|〈g|ε̂ · d|e〉|2
(2.2)

where ε̂ denotes the unit polarization vector of the electric field.

For illumination light with linear polarization (i.e. ε̂ = ẑ), an effective saturation
intensity for the D1 line of 87Rb (J = 1/2→ J ′ = 1/2 transition), without resolving the
hyperfine levels, was calculated in ref. [30]:

Is,(eff,D1) ≈ 4.5 mW/cm2 . (2.3)

Now, when addressing the hyperfine transitions individually, effective dipole moments
can be calculated from the one of the encompassing J → J ′ transition [33]:

|〈g|ε̂ · d|e〉|2 = |〈J‖d‖J
′〉|2

3 SFF ′ , (2.4)

where SFF ′ are the hyperfine transition strength factors defined in the reference. Thus,
we compute the saturation intensities involved in our imaging scheme, shown in Table
2.1, as

Is,FF ′ = Is,(eff,D1) SFF ′ . (2.5)

Photon recoil heating

During the process of fluorescence imaging with near-resonant light with wavelength
λ = 2π

k , a two level atom experiences momentum kicks of magnitude ~k when absorbing
and emitting photons. In fact, the atom undergoes a random walk where every two steps
are generated by each absorption-emission cycle, that results in a heating effect. In our
setup, due to the lack of 3D cooling during the imaging process, this heating leads to

9



Chapter 2 Fluorescence imaging of atoms inside the cavity

Hyperfine transition Strength factor Is,FF ′

F → F ′ SFF ′ [mW/cm2]
1→ 1 1/6 0.7479
1→ 2 5/6 3.7397
2→ 1 1/2 2.2438
2→ 2 1/2 2.2438

Table 2.1: Saturation intensities of the D1 line hyperfine transitions calculated from Eq. 2.5
[30, 33].

losses of the atoms from the dipole trap.

For a rough quantitative estimation, we consider that, on average, each scattering
event increases the kinetic energy of the atom by an amount comparable to two times
the recoil energy [34] ∆Esc ≈ 2kBTr = (~k)2

mA
, where Tr is the recoil temperature, and mA

the mass of the atom. We further make the approximation that the atom escapes from
the dipole trap if its average energy overcomes the ground state dipole trap depth U0
[28]. In other words, without cooling, it will be lost after scattering Nheat = U0/∆Esc
photons. For the D1 line of 87Rb Tr = 349 nK [30], and with the limiting depth of our
trap U0 = kB×0.5 mK, the critical number of event is Nheat ≈ 700, from which we expect
to detect < 2 % [28]. Therefore, on average only 14 photons per atom will contribute to
the imaging process.

2.2 Experimental setup for imaging using the D1 line
In this section I will describe the technical steps we followed to build, prepare and
characterize the different modules of the experimental setup needed for the new imaging
scheme based on the D1 line of 87Rb. In the first place, we need sources of coherent
light to illuminate the atoms and generate fluorescence. For this to work, the emission
frequency of these sources has to be precisely stabilized to address the transitions of the
D1 line. Additionally, we need the flexibility to control independently the illumination
frequencies and intensities. This degrees of freedom are essential for the optimization of
the imaging scheme, as will be shown in Section 2.3. Also, the optical system that collects
the fluorescence photons has to be optimized to the D1 line wavelength of 795 nm.

2.2.1 Light sources for the illumination beams
As light sources for our imaging beams we built two external-cavity diode lasers (ECDL)
in the Littrow configuration, following the design from refs. [35, 36]. In this particular
layout (see figure 2.3), the output of the laser diode impinges on a Littrow blazed grat-
ing at an angle close to the design blaze angle, such that the first diffraction order is
reflected back into the diode and creates the optical feedback needed to select a specific
wavelength, and the extended cavity narrows down the broad linewidth of the diode

10



2.2 Experimental setup for imaging using the D1 line
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Figure 2.3: Grating laser picture

[37]. Then, the zero order is used as the output of the laser. It follows also that the
frequency component fed-back from the grating is directly proportional to the incidence
angle. This allows to tune the laser emission frequency by horizontally tilting the grating
mount with the corresponding micrometer-screw. Another micrometer-screw changes
the vertical angle to optimize the feedback, and thus reduce the threshold current and
ensure single mode operation. Additionally, a piezoelectric component placed between
the frequency-tuning screw and the grating mount, is used for fine-tuning and linear
modulation of the wavelength proportional to the input voltage. In addition, the lasing
frequency is also dependent on the driving current and the temperature of the diode,
and can be used for tuning as well. The temperature is actively stabilized to a selected
setpoint, with a servo controller driving the two Peltier elements located bellow the main
base-plate, inside the casing.

Since it was uncertain if this D1 imaging scheme would work because of the presence
of possible dark states, for the proof of principle we decided to use laser diodes1 available
in the lab, with a free-running central wavelength of 785 nm, and a broad spectrum
going from 775 to 795 nm. We adjusted our two lasers to the wavelength of the D1 line
(∼794.97 nm) by iterative angle-tuning and feedback optimization, as described above.
However, it was particularly challenging to reach the proper frequency in a mode-hop
free regime, under normal temperature and current settings. This was manly because
the frequencies at the edge of the emission spectrum exhibit a very low gain, and thus a
competition of modes occur. We found an acceptable operating regime when increasing
the temperature to ∼50 ◦C and at relatively low currents of ∼50 A. Clear disadvantages
of these operating settings are a high sensitivity to temperature fluctuation, and a low
output power of the lasers.

1 Thorlabs L785P090.
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Chapter 2 Fluorescence imaging of atoms inside the cavity

2.2.2 Stabilization of the laser frequencies with polarization spectroscopy

For having a consistent and reproducible imaging process, it is fundamental that each
illumination laser (IL) emits at a selected frequency, and remains stable over long times.
ECDL are sensitive to mechanical perturbations that are always present in a laboratory
and to thermal fluctuations, which produce drifts in the emission wavelength. Therefore,
it is necessary actively stabilize the lasers by locking each one to a chosen atomic trans-
ition, using a spectroscopic signal as reference.

From the many techniques developed over the recent years to create useful signals for
frequency locking [38], we used doppler-free polarization spectroscopy, first proposed by
C Wieman and and T. Hänsch in 1976 [39]. This technique is very similar to saturation
spectroscopy [38]. But instead of measuring the reduction of absorption of a probe beam
by the sample, caused by the saturation with a pump beam, this spectroscopy monitors
the change of the probe polarization due optical anisotropy of the medium, induced by
optical pumping.

However, we implemented a modification introduced by [40], consisting in using a
polarizing beam splitter and two detectors as polarimeter, instead of the original approach
of two crossed polarizers and one detector. This improves the sensitivity and the SNR by
an order of magnitude.

Basic principle of polarization spectroscopy

The basic principle can be understood as follows (see Fig. 2.4a) [38, 39, 40]: a weak
monochromatic probe beam crosses a glass cell with the atomic sample, on resonance
with one of the atomic transitions, after which its polarization is measured with the
polarimeter, consisting of a polarizing beam splitting cube (PBS) acting as analyzer
and two photo-diodes, one in each arm of the PBS. Before the cell, such polarization is
prepared linear with a angle θ = 45° with respect to the PBS. Then, for the probe inter-
acting alone with the sample, the intensities of the vertical and horizontal components
measured by the detectors are Ix = Iy = I0/2, where I0 is the total intensity of the beam.
The probe can also be described in the circular base as a balanced combination of σ+

and σ− polarized light, with a relative phase shift that results in the angle of the linear
polarization plane.

Now, a strong pump beam with circular polarization (say σ+), coming from the same
laser, is added such that it crosses the probe inside the cell with counter-propagating
direction. The effect of this beam is to saturate the transitions of the atoms obeying
the selection rule δm = +1 (σ+-driven), depleting in an asymmetric way the different
sublevels of the ground state. The influence of the now polarized atoms is to induce a
difference, in the absorption coefficient ∆α = α+ − α−, as well as in the refractive index
∆n = n+ − n−, for the two components of the probe. This corresponds to an effective
birefringence of the medium, that rotates the plane of linear polarization of the probe
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2.2 Experimental setup for imaging using the D1 line

and thus is detected in the polarimeter.

The polarization signal is obtained by subtracting the measured signals of the two
detectors. It has a zero background and is proportional to rotations of the probe
polarization plane by an angle ∆θ, as Isignal = Ix− Iy = 2I0∆θ. When scanning the laser
frequency over the resonance, neglecting the birefringence of the glass cell, for θ ≈ π/4
the approximated shape of the signal has the form [40]

Isignal ≈ −I0e−αL
(
L∆α0

x

1 + x2

)
(2.6)

where L is the length of the cell, α = 1
2 (α+ − α−) the normal absorption coefficient,

∆α0 the maximum absorption difference on resonance, and x = ω0−ω
Γ/2 is the rescaled

detuning with Γ the power broadened linewidth. This resulting signal has a dispersive
shape with zero background, hence it very convenient for using as an error signal for
laser stabilization.

Our compact double-spectroscopy setup

Additionally, we used the alternative retro-reflection scheme sugested by [41] that allows
a very compact system. In this layout, shown in Figure 2.4a, the input laser is used as
the pump beam, circularly polarized by a quarter-wave-plate rotated 45° from the axis of
the input linear polarization. It is transmitted through a non-polarizing beam splitter
and then through a rubidium vapor cell. After the cell, the beam is retro-reflected and
crosses a linear polarizer rotated 45° to generate the probe beam, that overlaps with the
pump. Finally the beams are separated in the beam splitter and the probe is sent to the
polarimeter that measures the signal described above. The perfect overlap of pump and
probe beams in this layout has the advantage of reducing the Doppler broadening of the
signal, caused by a finite crossing angle.

Now, in our case each illumination laser needs its own spectroscopy for stabilization.
We have created a highly compact setup by using a single shared Rb vapor cell to
lock the two lasers (Fig. 2.4b). Both beams are collimated, with a waist of ∼ 1 mm
and a separation inside the cell of ∼ 1 cm. To avoid alterations of the signal due to
external magnetic fields, the rubidium cell is shielded with mu-metal. Furthermore, the
optical elements are mounted on a separated breadboard and the lasers delivered by
polarization-maintaining (PM) fibers. This makes the setup transportable and the lasers
can be easily exchanged.
For monitoring the atomic spectra, the illumination lasers are scanned in frequency

with by applying a voltage ramp to the input of the piezo-transducer (see section 2.2.1).
The triangular voltage signals come from home-built lock-boxes in scan mode, driven by
a common waveform generator at 100Hz, giving an output with tunable amplitude and
offset within a maximum range of pm15V. The spectroscopic hyperfine-resolved signals
described qualitatively by Eq. (2.6), that we obtained for each illumination laser, are
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Figure 2.4: Polarization spectroscopy setup. (a) Scheme of the retro-reflecting configuration:
the pump beam is circularly polarized by a quarter-wave-plate (QWP) rotated 45° from the axis
of the input linear polarization. After traversing a rubidium vapor cell, the beam is retro-reflected
and crosses a linear polarizer (LP) rotated 45° to generate the probe beam, that overlaps with
the pump. The beams are separated with a non-polarizing beam splitter NPBS and the probe is
sent to the polarimeter, consisting of a polarizing beam splitter (PBS) acting as analyzer and two
photo-diodes (PD), one in each arm of the PBS. (b) Our compact spectroscopy setup built to
lock both illumination lasers to the same Rb vapor cell: the mounting on a separated breadboard
and the fiber-coupled inputs from the illumination lasers (IL1 and IL2), make it portable and
adaptable to exchange of the lasers.

depicted in Figure 2.5, together with the respective absorption spectrum. For stabilizing
the lasers, each polarization signal is fed to the respective lock-box and used as error
signal after being amplified.

At this point, each laser can be locked to any of the two 87Rb D1 hyperfine transitions
of its respective spectrum. From the two configurations that are useful, we decided to
address the transitions {1→ 1 and 2→ 2}, as discussed in Section 2.1.1.
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Figure 2.5: Polarization spectroscopy signals of the D1 line of 87Rb, and the respective
absorption spectrum, obtained for each illumination laser (IL). (a) Spectrum for IL1,
only the 87Rb F = 1→ F ′ = {1, 2} manifold is visible. (b) Spectrum for IL2, the 87Rb transitions
in the F = 2→ F ′ = {1, 2} manifold can be seen, as well as some transitions that belong to 85Rb.
Also the expected crossover (c.o.) peak appears between each couple of transitions with the same
ground state.

Minimal crosstalk between the two spectroscopy beams was observed when scanning
over a broad frequency range, but it was negligible when the scan was reduced, and
did not compromise the stability of any of the two locks. Nevertheless, when looking at
the resulting signals, it is noticeable that the peak-to-peak amplitude for all 87Rb D1
transitions, is small compared to the maximum features obtained typically for the D2
line [40]. This is due principally to two factors: on the one side the limited power of our
lasers does not allow to fully saturate the atoms with the pump beam. On the other
hand, the absence of closed transitions for the D1 line leads to hyperfine pumping to the
second ground state, from both the pump and the probe, thus decreasing the overall
absorption [42]. The latter can be improved by heating the atomic vapor cell to decrease
the transient time of the atoms across the beam (presently at room temperature), and by
reducing the power of the probe to ∼ 0.001Isat [43]. However, the signals without further
optimization were sufficient for stabilizing the lasers and testing the imaging scheme, as
will be shown in section 2.3.

2.2.3 Frequency shifting setup

Once the emission frequencies of our illumination lasers are stable, we scan the frequency
of the beams sent to the main experiment with respect to the locking setpoint. This
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Chapter 2 Fluorescence imaging of atoms inside the cavity

gives us a necessary degree of freedom for the imaging system, that allows, for instance,
to optimize the detuning between illumination and atomic resonance, and also, as we
will see in Sec. 2.3.2, a fast switching mechanism.

For this purpose we used the setup shown in Figure 2.6. First, each laser beam is split
into one arm that feeds the spectroscopy, and another that is used for illumination. Both
illumination beams are then combined and coupled to a same PM fiber, to clean and
overlap their modes. A linear polarizer before the fiber in-coupler mixes the polarizations
(that would be orthogonal without it), and an additional half-wave-plate polarizer can be
rotated to balance the intensity proportion between the two frequency component of the
joint illumination beam.

After the fiber, the beam goes through two acousto-optic modulators, both in double
pass configuration, which shift the frequency of the illumination beam. The first modulator
(AOM1) is coupled to the -1st order and is used to scan the frequency and as a switch for
the beam. The second modulator (AOM2), coupled to the +1st order and operated with
constant RF frequency, sets the center frequency of the scan by partially compensating
the central shift induced by AOM1. In this configuration, it is possible to scan the
frequency of the beam by ∼ ±50 MHz, and shift the offset of the center frequency
from the resonance by ∼ ±40 MHz. Besides, the intensity of the illumination beam is
actively stabilized: after the frequency scanning setup, a monitoring photodiode detects
deviations from the setpoint intensity that are compensated with a servo system acting
on the AOM1 RF power. Finally, the beam is split into the two illumination arms, with
balanced intensities and orthogonal linear polarizations, that are fed to the experiment
to illuminate the atoms inside the cavity from counter-propagating directions.

2.2.4 Optimization of the optical imaging system
The optical system used to image the atoms can be seen in the diagram of the main
experimental setup in in Chapter 1 (Figure 1.2). During the imaging process, the fluores-
cence is collected by one of the high-NA aspheric lenses2 that surround the fiber cavity,
with their focal point a the center of the 3D dipole trap (recall the description of the
main experimental setup in Ch. 1 and [20]). Then, the collected light is separated
from the outgoing dipole trap beam by a dichroic mirror at 45°, and later focused by a
plano-convex lens3, to form the image of the atoms on the sensor of the EMCCD camera4.
This long focal distance lens is mounted on a translation stage for focusing optimization.
The focal length of the focusing lens was chosen to give a magnification factor M ≈ 35
[28], such that the point spread function (PSF) of an atom is imaged onto > 2 pixels, this
having being demonstrated to maximize the SNR without information loss [44]. Also,
previously, a plano-concave compensation lens5 had been added after the dichroic mirror
2 Lightpath 352240, NA = 0.5, feff = 8 mm, D = 10 mm [28, 20]
3

f = 300 mm, D = 50.8 mm.
4 Andor technology, Ixon 3 DU-897-BV, with 512 × 512 pixels of 16 µm × 16 µm.
5

f = −1 000 mm, D = 50.8 mm
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2.2 Experimental setup for imaging using the D1 line

Figure 2.6: Setup for frequency scanning and intensity stabilization of the illumination
beam. Each laser beam is split with a half-wave-plate (HWP) plus a polarizing beam splitter
(PBS) into one arm for the spectroscopy, and another for the illumination. The illumination
beams of both lasers are combined with a PBS, their polarization mixed with a rotated polarizer,
and coupled to a same PM fiber for mode-overlap. A HWP before the polarizer is used to balance
the intensity of the two frequency components of the beam. Two double-pass AOMs are used to
shift the frequency of the beam: AOM1 acts as a switch and scans ∼ ±50 MHz, while AOM2
shifts the offset of the center frequency by ∼ ±40 MHz.

to correct a slight convergence of the beam, due to a small displacement of the trapping
plane from the focal plane of the high-NA lens.

When migrating to the imaging scheme in the D1 line, a number of adjustments were
needed to account for the change of the fluorescence frequency. We simulated our system
to optimize it for the new wavelength using the optical design software OSLO6. Due to
the different chromatic aberrations of the aspheric lens for λ = 780 nm and λ = 795 nm,
it was necessary to change the focal length of the compensation lens7. The new optimal
positions of the compensation and focusing lenses where also optimized with OSLO,
achieving a theoretical peak Strehl ratio of 0.966 and a magnification factor of M = 49.4.
Lastly, new band-pass interference filters8 were placed in front of the EMCCD camera to
restrict the optical access to only D1 light. After the changes, the final adjustment of the
focusing are made actively while taking pictures of the atoms. This and the experimental
determination of the magnification factor are shown in the next section.

6 OSLO Optics, Lambda Research Co., http://lambdares.com/oslo/.
7

f = −2 000 mm, D = 50.8 mm
8 AHF Analysentechnik F97-794 and Thorlabs FB800-10
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Figure 2.7: Example of a fluorescence image of the atoms trapped in the optical lattice, taken
with an exposure of 100 ms, illumination frequency shift from free space resonance ≈ 44 MHz and
intensity ≈ 152 mW/cm2.

2.3 Results and characterization of the new imaging scheme

For all the measurements presented in this section, the illumination lasers were locked
to the D1 transitions F = 1→ F ′ = 1 and F = 2→ F ′ = 2. Both lasers with the same
power had equal intensity in the counter-propagating arms of the illumination beam. The
waist of the beams at the atoms position is w0 ≈ 13 µm. The electronic multiplication
gain of the EMCCD camera was set to 300.

As already mentioned before, the focusing was adjusted to obtain sharp images. Then,
to characterize the system and find a regime for good imaging we performed the following
measurements: first we determined the new magnification factor of our imaging system;
then we investigated the effect of the fluorescence when changing the illumination fre-
quency and intensity.

An example of the images we obtained with an exposure time of 100ms, and illumination
intensity in each transition ≈ 152 mW/cm2, and the frequency shift from the free space
resonance of the atoms ≈ 44 MHz, is shown in Figure 2.7. In the image, the pattern of
the dipole trap can be observed, as well as the region of overlap of the 3D optical lattice
inside the cavity, evident as a brighter area because of the higher survival probability of
the atoms, given the destructive nature of our imaging scheme.

2.3.1 Calibration of the magnification factor

Since we moved the position of the focusing lens to optimize the sharpness of the images
at the new fluorescence wavelength, we expect that the magnification factor changed.
Hence, we calibrate the magnification factor of our imaging system, with a new technique.
The usual method to determine the magnification is finding the average distribution of
atoms position to extract the lattice spacing [45, 27, 28]. This, however, requires very long
measurement times and high signal-to-noise images, that we can not have due to the lack
of a cooling mechanism. Therefore, we implemented a novel way of measuring this factor.
This method is necessary in our case since it is not sensitive to losses, nor to atom hopping
(assuming that hopping occurs to both directions of the lattice with the same probability).
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Figure 2.8: Novel technique to calibrate the magnification factor. (a) Two images of the
atoms are taken with a lateral transport of 20 µm between the two shots. (b) The mean of the
cross-correlations C(∆y) of many shots before and after the transport, show a distinct peak for a
shift between the signals ∆y = 53 pixels, that correspond to the transport distance.

We load a few atoms in the 3D lattice and take two pictures. The first one directly
after the loading, and the second one after transporting the a distance Dobject = 20 µm
with the conveyor belt, as seen in Figure 2.8a. Next, we integrate the counts of each
image in the perpendicular direction to the dipole trap, to obtain signals of fluorescence
versus position in the trap S(y) (in pixels), and finally calculate the cross-correlation of
the reference signal Sr with the one after the transport St, defined as

C(∆y) =
inf∑

y=− inf
Sr(y)St(y + ∆y) (2.7)

where ∆y is the induced shift in pixels between the two signals.

As the cross-correlation is a measure of the similarity between two signals as a function of
their relative shift (in this case in pixels), a peak is expected when the shift corresponds to
the transport distance in the image Dimage, The magnification is calculated asM = Dimage

Dobject
.

When repeating this procedure for many shots, averaging the computed cross-correlations,
we obtained the values C(∆y) plotted in Figure 2.8b as a function of the shift ∆y. A
distinct peak is found for a shift of 53 pixels, corresponding to the 20 µm of the transport.
The underlying feature comes from the spurious coincidences with the counts from other
atoms or from the background. Considering the size of the pixels of 16 µm per side,
the magnification factor is M = 42.4 which is slightly higher than the optimum one of
M ≈ 35, but smaller than the predicted one from the design (M ≈ 49), and still fulfills
the condition for a good SNR (see Sec. 2.2.4). We attribute the discrepancy from the
expected value to imprecision in the distances of the setup for the simulation with the
OSLO software.
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Chapter 2 Fluorescence imaging of atoms inside the cavity

2.3.2 Optimization of the illumination frequency and power

Until now we have demonstrated that the new imaging scheme works properly, although
we still have the problem of atom loss. It is necessary to find the parameters, in particular
the illumination intensity and frequency, that optimize our images. A good imaging
requires the highest SNR. From Eq. 2.1 we see that the scattering rate is maximum
for zero detuning, and it grows with the illumination intensity, but this does not imply
the highest SNR, since photon recoil heating also increases (see Sec. 2.1.2). For this
reason it is important to do a systematic characterization of the dependence on the two
parameters mentioned above.

Our system is more complicated that for a cycling transition, since we address two
transitions with two equally strong lasers at the same time. In this case, the effective
scattering rate of the atoms will be related to the rates of the individual addressed
transitions (see Appendix A). If one of the rates dominates, we find that the effective
scattering rate will be limited by the slower transition.

The basic experimental sequence to characterize the effects of power and frequency
on the fluorescence, starts with loading a few atoms in the overlapping region of the 3D
dipole traps. There, an image is taken with the EMCCD camera with an exposure time
of 100ms. During the exposure period, the illumination beams are switched on with
specific values of power and frequency. Afterwards, the dipole traps are switched off and
a second image is taken to use it for background subtraction. Then, from the corrected
image data, we obtain a measure of the average fluorescence of the atoms by integrating
the CCD counts in the cavity region (Fig. 2.9a). Here we just focus in the region that
corresponds to the 3D optical lattice, since this is the relevant region.

Effect of the illumination intensity

We investigate the effect of the illumination intensity on the fluorescence. For this,
we performed a 12 points linear ramp of the beam intensity for each transition from
Iillu = 50.3 to 190.1mW/cm2. The frequency detuning from the resonance frequency in
free space of both lasers was kept constant at ωillu − ω0,fs = 2π × 44.1 MHz. For each
measurement point of the scan the fluorescence was measured with the basic sequence
introduced above and averaged over 100 images.

The results are shown in Figure 2.9b, where we plot the integrated EMCCD counts
in the cavity region versus the illumination intensity per transition. We see that the
behavior of the fluorescence has two regions. Bellow an intensity of ∼ 100 mW/cm2

the relation is approximately linear, which is expected from Eq. 2.1, although above
this point the fluorescence saturates. In terms of the saturation intensities of the used
hyperfine transitions, given in Table 2.1, this intensity corresponds to ∼ 134Isat,11 and
∼ 45Isat,22.
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Effect of the illumination frequency

Next, we studied the influence of the illumination frequency on the fluorescence. We used
a similar sequence than for the power scan but, in this case, the beam intensity was fixed
and we changed linearly the frequency of the illumination beams with 15 points, with
values of the free space detuning from ωillu − ω0,fs = 2π ×−31.2 MHz to 2π × 74.1 MHz.
For the fluorescence of each frequency point, 200 images were averaged. To check if the
effect was different for different intensities, this same scan was performed for the values
Iillu = 32.4, 65.5 and 131.8mW/cm2.

In Figure 2.9c we report the results of these sequences. For all three values of Iillu the
plots show an asymmetric curve, with the maximum at a free-space detuning around
ωillu − ω0,fs = 2π × 45 MHz. For red detunings the fluorescence decreases as expected.
For higher frequencies, we attribute the sharp reduction on the detected fluorescence
due to high heating rates and atom losses. This suggest that the AC-Stark shifted
resonance could be at ∼ 65 MHz. However, we are addressing several mF states during
the imaging process and this value can represent an average of all the existing shifts. To
precisely measure the shift is complicated since there is no closed transition for the D1
line and therefore, a mixture of Zeeman states will always be present. A more elaborated
experiment is then needed, which goes beyond the scope of this work. A surprising result
is the absence of power broadening at the resonance, that is expected for such high
powers. This still has to be investigated.

2.4 Conclusions and next steps

In this chapter we studied the fluorescence imaging of atoms with the D1 line, as an
alternative to the D2 line imaging that had undesired effects from the cavity interaction.
The behavior with respect to the illumination parameters of frequency and intensity was
investigated, and a regime for good imaging was found.

Yet, to find the optimum illumination intensity, one would need to have the complete
perspective of the trade-off between fluorescence and lifetime. For this, we would need
to perform lifetime measurements, cooling measurements and histogram measurements
of the atom number [28]. However such a detailed characterization is very lab-time
consuming and were not the priority at the present time. We also identified that at a
frequency ωillu − ω0,fs = 2π × 45 MHz the fluorescence is maximum, but this might not
correspond to the highest SNR. To find the optimum value it is necessary to measure the
survival probability of the atoms in the trap.

Furthermore, a novel technique for the characterization of the magnification factor was
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Figure 2.9: Characterization of the D1 imaging method with respect to the illumina-
tion parameters. (a) Example fluorescence image of the atoms for one of the measurement
points, averaged over ≈ 100 shots. The counts are then integrated in the region of the 3D lattice
marked in white. (b) Effect of the illumination power on the integrated fluorescence. (c) Effect of
the illumination frequency on the integrated fluorescence. The error bars were calculated as the
standard deviation of the gaussian mean of the sample.

shown, with the advantage of being robust and precise even with very low statistics. Also
it is insensitive to partial atom loss and hopping. This technique could potentially be used
to extract information about the PSF of the atoms from the width of the cross-correlation
peak. This could allow, for example, for a very precise fast optimization of the focussing
of an imaging system.

Still an important challenge that needs to be faced is the implementation of a cooling
mechanism simultaneous to the imaging. In principle, it is now possible to combine the
imaging in the D1 line with cooling schemes in the D2 line, for instance 2D molasses or
Raman cooling that has already been used in the group [46].

The measurements presented in this chapter show that it is possible to obtain images
using the D1 line and provide a good starting point for further optimization of this
imaging technique.
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CHAPTER 3

Optical addressing of atoms in an optical
lattice

For many experimental applications with few localized atoms, the ability to manipulate
them individually has become an important requirement. In this regards, shemes for
addressing single atoms in optical lattices have been implemented in a variety of ways.
For instance, with a focused beam in very long wavelength CO2-laser lattices [47], or
by making the resonnance frequency of the atoms position-dependent with a strong
magnetic field gradient [48]. In another approach, an electron beam was used to push
out single atoms from a 2D lattice to form arbitrary patterns [49]. More recently, steered
tightly focused laser beams were used to shift the energy levels of target atoms such that
they are individually on resonance with global addressing fields [50, 51]. Furthermore,
similar steerable focused beams have been used as push-out beams to eliminate unwanted
atoms from a probabilistic sample [52], as well as to assemble arrays of atoms trapped in
independently controlable dipole traps [53].

Having a robust imaging technique for atom localization at hand, an addressing scheme
is needed to handle the second experimental condition for the two-atom dissipative
entanglement protocol [9, 10], explained in Chapter 1: to control the number of atoms
and their relative distance inside the cavity mode. The condition is such that a e−iπ = −1
phase difference in the driving field between the two atoms is needed. For this, their
relative distance has to be ∆y = (2n+ 1)λ/2, e.g. an odd number of lattice sites. Our
approach to fulfill this condition is to perform a high probabilistic loading of atoms inside
the 3D optical lattice, and to prepare the desired atom pattern in real-time by selectively
pushing the unwanted atoms out of the trap with a steerable addressing beam.

The second part of my Master project was the implementation of this addressing system.
It will be presented in the following chapter, which is divided in two sections. In the first
part, the techniques and modules that compose the addressing setup are described and
explained. Then, in the second section, I present the results of the characterization and
the optimization of the push-out process.
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Chapter 3 Optical addressing of atoms in an optical lattice

3.1 Implementation of the addressing system
The addressing setup we implemented for position-selective push-out of atoms is shown
in Figure 3.1 in a simplified form. Images of the atoms trapped in the optical lattice
inside the cavity are taken with an EMCCD camera along the x axis (see Chapter 2 for
a detailed explanation of the imaging technique). The fluorescence signal is processed by
an algorithm, developed in the past in our group [27], that determines the position of
the atoms in the lattice with sub-pixel resolution in a few milliseconds [54].

Once the positions are known, a strongly focused resonant beam can be used to expel
atoms from defined lattice sites. This addressing beam is aligned along the x-axis dipole
trap, overlapping in part with the imaging system, and is finally focused on the optical
lattice by the same high-NA lens used for the imaging. The push-out beam is steered to
the aimed positions by a 2D acousto-optic deflector, which creates an angular deflection
from the x-axis as a function of the frequency of an RF driving signal. This deflection
is then converted into a longitudinal displacement on the yz-plane of the lattice via
an optical transfer system. Additionally, an acousto-optic modulator, preceding the
deflector, is used to compensate the frequency shift induced by the AOD and to stabilize
its intensity for consistency of the push-out process.

A straightforward application of a 2D addressing system, is the generation of arbitrary
patterns of atoms with defined number and spacing in the yz imaging plane. The resulting
pattern can be later shifted using the the optical conveyor belt along the y-axis.

In the following, I will first give an overview of the push-out technique, and then
explain in detail the two relevant modules that compose the addressing setup, that is,
the acousto-optic deflector and the optical transfer system.

3.1.1 The push-out technique

The push-out technique was developed previously in our group for state selective de-
tection of atoms [55]. In contrast, in our case we use a state-independent push-out to
expel the target atoms from the optical lattice. For this, we shine a strongly focused
laser with linear polarization, resonant with the D2 line of 87Rb atoms in the cycling
transition F = 2 → F ′ = 3. The beam also contains repumping light resonant with
the F = 1 → F ′ = 2 to address the F = 1 ground state and avoid dark states. The
combination of transitions induces a highly efficient scattering of photons, which causes
recoil heating to the point where the motional energy of the atoms exceeds the trap
depth U0 and escapes. The addressing beam is aligned perpendicular to the yz-plane of
the lattice.

Here we must differentiate two regimes. At high intensities, if the radiation pressure
from the push-out beam is stronger than the radial dipole force, an atom absorbs enough
photons to escape in less that half the oscillation period of the trap. In this case the
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Figure 3.1: The addressing scheme. The push-out beam is directed to the target atoms by an
acousto-optic deflector via an optical transfer system, and focused on the optical lattice yz-plane
with one of the high-NA lenses.

photon momenta are linearly summed and the atom is pushed out of the trap after
absorbing Npush =

√
2mAU0
~k photons. On the contrary, if the radiation pressure is smaller

than the trapping force, photon recoil heating is the dominant effect (discussed already in
Section 2.1.2) and the atom is heated out of the trap in Nheat = mAU0

~
2
k

2 scattering events.
Additionally, to increase the efficiency of the push-out process, we lower the trap to
≈ 20 % of its initial value.

Mostly interesting for our aim is the difference of efficiency of the two processes [55];
a direct comparison Npush =

√
2Nheat shows that the push-out is more efficient than

the heat-out. This gives us the possibility to find a beam intensity at which the target
atoms are pushed out of the lattice, but the neighboring atoms are not yet heated out
and prevail. The technique thus allows high efficiency and selectivity that are required
properties of any addressing system.

3.1.2 Beam steering with an acousto-optic deflector

The first element of our addressing system is a 2-dimensional acousto-optic deflector
(AOD) that permits to control the angular direction of the addressing beam, that is
then fed to the optical transfer system. Here I give an overview of the general working
principle of AODs, and in particular of the characteristics of the deflector we used.
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Working principle of acousto-optic deflectors

The general working principle of an acousto-optic deflector , illustrated in Figure 3.2a, is
very similar to the well-known one of the acousto-optic modulator (AOM). A piezoelectric
transducer driven by an RF signal vibrates at a frequency fRF, thus creating a sound
wave that travels with speed v through a crystal of refractive index n, called Bragg cell.
Due to the elasto-optic effect, the sound wave induces a periodic variation of the refractive
index in the optical medium. For a laser beam (frequency ν0, wavelength in vacuum λ0)
traversing the crystal, this is equivalent to a diffraction grating that generates Bragg
scattering when the phase-matching condition between input and output beam and the
sound wave is fulfilled. Under this condition the angles of the incident and diffracted
beams with respect to the grating normal (θi, θd) are equal and follow the expression [56]

θi = θd ≈
λ0 fRF
2n v . (3.1)

Additionally, the optical frequency is Doppler shifted by the acouso-optic interaction,
such that the output beam has an order dependent frequency

ν ′0 = ν0 + i fRF (3.2)

where i ∈ Z denotes the diffraction order.

In contrast to an AOM, for a deflector the most important effect is the dependence of
the diffracted angle on the driving acoustic frequency. In this context, a main difference
between an AOM and our deflector is that the latter contains a birefringent crystal
(TeO2 [57]) instead of an isotropic medium, allowing to obtain a wider scan range at high
efficiency [58]. In this case the optical wave interacts with the slow-shear mode of the
acoustic wave and produces anisotropic diffraction. The incident and diffracted angles for
perfect phase-matching as a function of the acoustic frequency are governed by Dixon’s
equations [59]

sin θi = λ0
2ni v

[
fRF + v2

fRF λ
2
0

(
n2
i − n

2
d

)]

sin θd = λ0
2nd v

[
fRF −

v2

fRF λ
2
0

(
n2
i − n

2
d

)] (3.3)

with ni and nd the refractive index for the incident and diffracted beam respectively,
and depend on the cut and alignment of the crystal. A theoretical plot of the nonlinear
behavior of these angles versus the acoustic frequency is shown in Figure 3.2b. There
is a region around the minimum of θi where the incident angle stays almost constant,
while the diffraction angle has a quasi-linear dependence θd ∝ fRF. This is the region of
operation of the AODs since high angular deflection is achieved with a minimum change
of the optimum incident angle, and hence with almost no drop in efficiency. The full scan
angle of the AOD θAOD is defined as the difference between maximum and minimum
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Figure 3.2: Working principle of an acouso-optic deflector (AOD). (a) Schematic of an
AOD: a piezoelectric transducer driven by an RF signal generates an acoustic wave inside a TeO2
crytal. The input laser beam incident at angle θi is diffracted by the interaction with the sound
wave, so the +1st order output beam has an angle θd. The main difference with an AOM is the
anisotropic diffraction in the birefringent crystal (TeO2) [59] by coupling with the slow-shear
acoustic mode, so θi , θd in contrast to the Bragg regime. (b) Theory plot of the dependence
of Θi and Θd on fRF (Eq. 3.3) for perfect phase matching in the case of anisotropic diffraction
(source [60]). The green dashed rectangle shows the region of operation of AODs, that allows
wide scan angles with high broadband efficiency [58]. (c) Measured diffraction efficiency of the
+1st/+ 1st order of our 2D AOD1 as a function of the driving RF frequency fRF of both axes y
and z.

diffracted angles within its RF bandwidth:

θAOD = θd,max − θd,min ∝
λ0 fRF
2n v . (3.4)

It is also known that the anisotropic acousto-optic effect couples two different polariza-
tion modes of the light, thus producing a ≈ 90° rotation of the linear polarization of the
input beam. Nevertheless, in the case of 2-axis deflectors with an independent Bragg cell
for each axis, this effect is compensated by the successive rotations induced by the two
crystals.

Our high resolution 2D deflector

In our setup we use a 2D AOD1 composed by two cross-mounted 1D deflectors, each
one controlled by a separate RF driver2, thus allowing to deflect the beam along two
axes independently. We call y the horizontal axis and z the vertical one, as this will
correspond to the alignment when implemented in the main experimental setup.

Each one of the 1D AODs has a central frequency of 104.5MHz and a bandwidth of
36MHz. A highlight of the deflector is a wide 2D scan angle with high resolution, since
1 DTSXY-400-780 from AA-optoelectronic.
2 RF driver DRFA10Y-B-0-60.150 and amplifier AMPA-B-34-20.425 from AA-optoelectronic.
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in the full deflection range of the yz-plane it can resolve 400× 400 points. After a careful
characterization before the implementation in the main experiment, we measured for the
y-axis a full scan angle of θAOD,y ≈ 2.56° with a slope of my ≈ 0.06 °/MHz, and for the
z-axis θAOD,z ≈ 2.77° with mz ≈ 0.07 °/MHz. We also performed a 2D characterization
of the diffraction efficiency as a function of the RF frequency of both axes, plotted in
Figure 3.2c. In fact we can see that the efficiency is relatively constant above 70% within
almost the full bandwidth of each axis, as expected from the anisotropic diffraction
discussed before. Also the response times of the AOD were measured, resulting a dead
time of 3.54µs and a rise time of 580 ns.

Furthermore, the deflector is configured in the +1st/ + 1st order, so the output
frequency of the beam is ν ′0 = ν0 + fRF,y + fRF,z. Therefore we use an AOM in double
pass configuration in the −1st order before the deflector to compensate for the frequency
shift and stay on resonance with the atoms.

3.1.3 Optical transfer system

The output beam from the acousto-optic deflector is transformed into the push-out beam
using the optical transfer system shown in Figure 3.3. It consist of a telescope, composed
of two doublet lenses3 and the high-NA aperture aspherical lens4, also used to collect the
fluorescence in the imaging system.

We noted previously that imaging and addressing systems have to share part of their
optical paths (recall Figure 3.1). For this they are joined with a 90:10 beam splitter (BS)
close to the focusing lens of the imaging setup. As a consequence, the only way of not
disturbing the imaging system is to place the telescope before the overlap region. In fact,
the exchange of the compensation lens of the imaging system (Section 2.2.4) allowed such
overlap by ensuring a collimated beam at the joining point.

The main constraint for the design came from the fact that the overlapping BS could
only be placed at a distance of ≈ 45 cm from the high-NA lens, because of the spatial
layout of the imaging optics (see Sec. 2.2.4). Consequently, this defined the minimum
focal length of the second telescope lens f2. After a careful design with the simulation
software OSLO5, we chose the doublet lenses with f1 = 80 mm and f2 = 500 mm for the
telescope. The use of doublet lenses reduces the possible spherical aberrations caused by
the off-axis propagation of the deflected beams.

The designed optical transfer system has two simultaneous functions. The first one
is to convert the angular deflection θAOD(νRF), generated by the AOD, into a linear
displacement of the focal point of the push-out beam on the lattice yz-plane. For this,
3 Thorlabs AC254-080-B with f1 = 80 mm and AC508-500-B with f2 = 500 mm.
4 Lightpath 352240, NA = 0.5, feff = 8 mm, D = 10 mm [28, 20].
5 OSLO Optics, Lambda Research Co., http://lambdares.com/oslo/.
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Figure 3.3: Simplified diagram and ray tracing of the optical transfer system (not to
scale). It is designed to convert the full range angular deflection of the AOD θAOD = 2.6° to a
displacement of the focus at the lattice plane of a0 = 60 µm and to focus to waist of ≈ 0.7 µm.

the relative positions of the lenses are strictly related to their focal lengths (see Fig.
3.3). Using purely ray optics, considering only perfect lenses, and with the small angle
approximation, the displacement is given by

a0 = f1
f2
f0 θAOD . (3.5)

From the design, with f0 = 8 mm for the high-NA lens and the values of the doublet
lenses already given, an effective scan angle of the AOD θAOD = 2.6° (average of the
measured ones of the two axes in Sec. 3.1.2) corresponds to a displacement a0 = 60 µm.
This distance gives us the freedom to address atoms inside the cavity region (w0 ≈ 13 µm)
as well as outside, thus offering the possibility to generate the desired patterns that can
be shifted later.

The second function of the system is to obtain the smallest waist of the push-out beam
at the lattice plane, now considering Gaussian optics. For this, the telescope serves as a
beam expander to cover the full effective aperture of the high-NA lens and thus use its
full focusing power. As a result, the input beam of the AOD (collimated, w0 ≈ 1 mm)
is focused at the lattice position to a waist of w′0 ≈ 0.7 µm. Compared to the lattice
constant of 430 nm, we see that no single-site addressing is possible, since the spot size
covers more than three lattice sites. However, we estimate that we can achieve single
atom addressing by choosing the appropriate targets given the low filling factor of our trap.

3.2 Characterization and optimization of the addressing system
Once the addressing setup is implemented in the main experimental setup, we proceed to
determine experimentally the characteristics of the addressing beam and to optimize the
push-out effect. Although our setup at this point already allows 2D addressing, for the
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rest of this project we used only 1D addressing along the optical conveyor belt (y-axis).
However, given the radial symmetry of the system, we assume that the performance along
the z-axis is qualitatively equivalent and the quantitative characterization very similar.

We were mainly interested in two different aspects. On the one hand we wanted to
characterize the efficiency and the selectivity of the push-out effect depending on the
power of the beam. These are the main properties that describe the performance of an
addressing system. The efficiency refers to the probability to succeed in the push-out of
the target atoms, while the selectivity corresponds to the probability of not expelling
neighboring atoms.

On the other hand we wanted to measure the displacement of the beam along the
y-axis dipole trap as a function of the angular driving of the acousto-optic deflector. In
this case we were interested in verifying the linear behavior and the transformation factor
predicted from the design of the optical transfer system.

3.2.1 Dependence of the push-out effect on the beam power

The range of the push-out is determined by the beam waist at the position of the lattice
and by the intensity. But for the selectivity we have to take into account that it is more
efficient to push-out atoms from the trap than to heat them out (see Section 3.1.1).
Hence, it should be possible to choose a value for the beam power to achieve efficient
push-out close to the beam center and low heat-out probability in the adjacent lattice sites.

The dependence of both properties on the power of the beam is highly non-linear,
implying a trade-off that has to be investigated to find an optimum push-out value. It
turns out that we can obtain good figures of merit for these properties, from the mean
spatial distribution of the fluorescence detected after a push-out event.

The basic experimental sequence for this measurement is the following: first we load
a few atoms from the MOT into the conveyor belt (see Ch. 1) and move them to
the position of the cavity. During this measurement, exclusively the optical lattice of
the conveyor belt is activated, since for the moment we only consider 1D addressing.
Subsequently, the dipole trap depth is lowered adiabatically to ≈ 0.5 mK to increase the
push-out efficiency, and the push-out beam is turned on during 100ms, after which the
EMCCD camera captures an image with an exposure of 10ms.

If we average over more than 500 shots, we obtain the 2D map of the mean fluorescence
on the yz-plane that we show in Fig. 3.4a, where the hole generated by the push-out
beam can be clearly seen. Since in this case the optical lattice is one dimensional along
the y-axis, for this level of analysis we can consider that the distribution along the z-axis
contains no useful information. Then, integrating the counts along the z direction yields
a trace of the total fluorescence as a function of the position in the conveyor belt lattice
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Figure 3.4: Characterization of the effect of the on the push-out process. (a) Average
image of > 500 fluorescence images of atoms in the yz-plane of the lattice taken after a push-out
event with P ≈ 1 nW, where the hole created by the beam is clearly visible. (b) Trace of the
fluorescence versus position in the lattice, obtained by integrating the counts in the z direction
(blue line). We extract the depth and the width of the fluorescence dip with a double Gaussian
fit (black line). (c) Plot of the relative depth Ahole/Abg and width σhole of the fluorescence dip
versus the power of the push-out beam. The error bars represent the were calculated with the
standard bootstrapping resampling technique.

(Fig. 3.4b).

To gain more information from the trace, we fit it with the expression f(y) =
Gbg(y)−Ghole(y) where both functions G(y) are standard Gaussian distributions along
the y-axis, each one with respective free parameters: the peak amplitude A, the center
position µ and the (half) width σ. Here Gbg(y) accounts for the background distribution
without the push-out event and is used for normalization, while Ghole(y) gives us useful
information about the geometry of the fluorescence dip. In fact, the normalized depth of
the fluorescence dip Ahole/Abg reflects the probability to push-out the target atoms, e.g.
the efficiency. Furthermore, the width of the dip gives a measure of the radial range of
the push-out effect, hence a figure of merit for the selectivity.

Now, to investigate how these parameters behave as a function of the push-out intensity,
we repeat the same experimental sequence for different values of the push-out power.
The results of Ahole/Abg and σhole versus power are plotted in Figure 3.4c. As expected,
we see that both parameters increment with the power: qualitatively we see that the
depth follows a saturation curve with at least 95% suppression from P ≈ 1.7 nW, while
the width has a more linear behavior. For these measurements, the smallest width of the
dip isσhole ≈ 3 µm.
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3.2.2 Calibration of the push-out beam displacement

It is fundamental for a precise addressing to know the exact correspondence between the
control parameter, e.g. the RF driving frequency of the deflector (or deflection angle), and
the position of the beam at the lattice, after the implementation in the main experiment.
Therefore, we now want to determine experimentally the displacement of the focus of the
push-out beam along the y-axis of the optical trap, when changing the AOD frequency,
an thus the deflection angle. From the design of the optical transfer system (Eq. 3.5) we
expect a linear dependence of the beam displacement on the angular deflection of the
AOD, which is in turn a linear function of the RF driving frequency of the deflector (Sec.
3.1.2).

For this measurement we followed the same basic experimental sequence as described
in the previous part to obtain pictures of the atoms after a push-out event (Sec. 3.2.1).
Again, we average over more than 500 shots and integrate the counts along the z-axis.
We also fit the dip in the resulting trace with a Gaussian, but in this case we are only
interested in the parameter µhole which corresponds to the position of the beam center.
Then, the same procedure is repeated for a fixed power P ≈ 1 nW while changing the RF
frequency of the AOD, as shown in Fig. 3.5b where we can observe the displacement of
the hole created in the atomic distribution.

The measured position of the beam for 11 different frequencies between 91 and 123MHz
is plotted as a function of the AOD frequency in Figure 3.5b. We observe that the behavior
of the displacement is perfectly linear as expected. From the plot we obtain the value
of the slope of ≈ −1.48 µm/MHz, and considering the calibration of the deflector from
Section 3.1.2 (my ≈ 0.06 °/MHz), it corresponds to a transformation factor of 25 µm/°.

3.3 Conclusions and next steps

In this chapter we analyzed the capabilities of our newly implemented addressing setup,
with the investigation of its efficiency and selectivity, and the longitudinal reach along
the optical lattice.

It can be noted that the smallest width that we measured was σhole ≈ 3 µm, which is
bigger than our rough expectations: the designed beam waist is w0 ≈ 0.7 µm, although
these quantities are not directly comparable. Nevertheless, still more measurements have
to be made at lower power, where we expect the width of the dip to become constant in
some range. This value would give an estimation of the minimum range of the push-out
effect, and thus of the ultimate selectivity of the addressing system. In addition, for a
proper minimization of the width, the position of the lenses of the optical transfer system
should be further optimized to reach the design parameters.

The results make clear the trade-off between push-out efficiency and selectivity, or
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Figure 3.5: Calibration of the push-out beam displacement. (a) Sequence showing the
movement of the beam along the horizontal dipole trap when scanning the RF driving frequency of
the AOD y-axis. The beam position is obtained by fitting the dip in the trace of integrated counts,
with the same technique as in Fig. 3.4. (b) Plot of the position of the push-out beam versus fRF,y

of the AOD. The error bars represent the standard deviation calculated with the bootstrapping
resampling technique. The calibration slope obtained from the linear fit is ≈ −1.48 µm/MHz.

in other words maximizing the depth and minimizing the width of the fluorescence dip.
Accordingly, to find an optimum value of the push-out power we would need to define
a cost function of both parameters, that would depend on the aim and specific factors
of each experimental sequence. For example, if the filling factor of the lattice is set to
very low, then the σhole parameter is less critical since there will be very few neighboring
atoms in the push-out range. Yet, this goes beyond the extent of this work.

Now regarding the transverse displacement of the addressing beam, the measured
transformation factor was 25 µm/°, not far from the value of 23 µm/° expected from the
design. We attribute this small discrepancy to the lack of final optimization of the optical
setup of the addressing system.

The measurements shown here are the first step towards the optimization of the
push-out process, and a good starting point for the fine tuning of the parameters.

An application of the setup that could be achieved in the near future, is the automatic
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selection of predefined atomic patterns from a probabilistic loading. For this, an algorithm
was already programmed to process the position of the atoms in the lattice, determine
the target atoms for highest probability to create the pattern, and send the feedback
signal to the AOD for a shoot-out sequence.
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Summary and outlook

In this thesis, I have presented two key additions to the main experimental setup in
our lab. These constitute the basic tools for controlling the number of atoms and their
position inside the fiber-cavity.

First I described the newly implemented fluorescence imaging scheme, based on the D1
line of 87Rb atoms, that is independent of the cavity effects, thus avoiding the enhanced
collection efficiency of the cavity and circumventing the problem of decreased fluorescence
observed when imaging in the D2 line. This ensures a consistent and robust method for
2D position determination of the trapped atoms inside the cavity. Still, a cooling method
needs to be implemented to make the imaging process non-destructive.

Furthermore, we showed the implementation of a setup designed for two-dimensional
addressing of atoms in the optical lattice with a push-out optical beam. This system will
enable the selection of atom patterns, with predefined number and position, that interact
with the cavity mode. The proof of principle was demonstrated with 1D addressing and
will be extended to 2D, after further optimization to achieve single-atom selectivity.

In the first place, these upgrades will improve the degree of control over our atom-cavity
system, given the possibility to select a deterministic number of atoms coupled to the
cavity mode, permitting a pre-selection option apart of the post-selection method used
until now. This will boost the efficiency of the data collection by improving the statistics
and increasing the reproducibility of the results. Ultimately, the work presented here rep-
resents the first step towards the future realization of dissipative bipartite entanglement,
as it provides essential tools for the implementation of the protocol.

An application of the system that could be achieved in the near future, is the automatic
selection of predefined atomic patterns from a probabilistic loading, in real-time. For this,
an algorithm was already programmed to process the position of the atoms in the lattice
[27, 54], to determine the target atoms for highest probability to create the pattern, and
send the feedback signal to the AOD for a shoot-out sequence.
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Another application of the single-atom addressing scheme is the selective control of
the quantum state of individual atoms by coherent Raman manipulation. This can
be readily implemented by using an already existing Raman beam as the light source
[61], instead of the push-out beam. In addition, both imaging and addressing setups
could be extended to provide 3D capabilities [51]. This would be realized by replicating
the systems, now using one of the high-NA lenses in the perpendicular direction. Such
addressing of single-qubit in a three-dimensional optical lattice would pave the way to a
scalable system for quantum computation.
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APPENDIX A

Effective scattering rate in a three-level
system with two light fields

In our case the system is more complicated than a two-level one, since there is no closed
hyperfine transitions in the D1 line of 87Rb (Fig. 2.2a), and hence we address two similarly
strong transitions with two lasers. Nevertheless, the photons that we detect come from
combined fluorescence of both scattering processes. For the given illumination scheme
we expect the atoms to scatter photons at an effective rate related to the individual
scattering rates of the driven transitions.

For a qualitative description of the scattering behavior, we consider an atom with two
ground states |g1〉 and |g2〉, with instantaneous respective populations ρ1 and ρ2, and a
single common excited state |e〉 that decays instantaneously with equal probability to
either of the ground levels. It interacts with two electric fields, with the same amplitude,
that drive the transitions |g1〉 → |e〉 and |g2〉 → |e〉 with scattering rates R1e and R2e
respectively.

The rate equations describing the dynamics of this system are then

ρ̇1 = 1
2 (−R1eρ1 +R2eρ1)

ρ̇2 = 1
2 (−R2eρ2 +R1eρ1) .

and we can find their steady-state solutions that fulfill the conditions

R1eρ1,ss = R2eρ2,ss and ρ1,ss + ρ2,ss = 1 .

Now, in steady state, the atom will scatter photons at an effective rate given by

R̃sc = R1eρ1,ss +R12eρ2,ss
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and after some algebra we find the result

R̃sc = 2 R1eR2e
R1e +R2e

(A.1)

or written in another way
1
R̃sc

= 1
2

( 1
R1e

+ 1
R2e

)
. (A.2)

We can now consider two cases: if R1e = R2e = R, the effective rate will also have the
same value R̃sc = R. However, if one of the rates dominates, e.g. R1e � R2e, we find
that R̃sc ≈ 2R2e, so the effective scattering rate will be limited by the slower transition.
This is the case because the faster transition will just optically pump all the population
to the other ground level, e.g. fill |g2〉 and empty |g1〉.
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