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#### Abstract

The development of quantum technologies requires a deep knowledge of quantum systems and a high level of control of quantum states. In this thesis I report on my contribution to three areas that are important to quantum technologies: (i) Imaging of quantum states (ii) Fast transport of matter wave packets (iii) Estimation of the speed limit of quantum evolution. The platform here used consists of single neutral ${ }^{133} \mathrm{Cs}$ atoms trapped in a state dependent optical lattice potential. The control over the internal state of the atoms and the potential landscape is used as a tool to study the atomic wave packet dynamics.

In the first part of the thesis I present the experimental setup as well as various experimental techniques that are required for the measurements presented in the following chapters. Two new implementations have been done in order to realize the desired measurements. One of them is a technique to measure the motional ground state population fraction, with an accuracy that is robust over a wide range of temperatures of the thermal ensemble. The second one is a pair of Raman beams to couple two hyperfine states with Rabi frequencies of around 6.5 MHz . Much faster than the observed wave packet dynamics.

In chapter 3, I present a new technique to obtain time-resolved single-pixel images of quantum wave packets using Ramsey interferometry. The technique shares a clear analogy to classical optical imaging and can be potentially extended to obtain multi-pixel images that contain the same information as the full wave function. Even though the measurements presented in this thesis are restricted to single-pixel images, important information is extracted from them, including the Hamiltonian moments, the energy spectrum of the Hamiltonian and the population probabilities in the basis of motional eigenstates.

In the last part of the thesis, the quantum speed limit of two different processes are studied. In chapter 4, the Mandelstam-Tamm and the Margolus-Levitin bounds are verified for atomic wave packets in a static optical lattice potential. The bounds impose a limit to the maximum rate of change of a quantum state. Two different regimes are covered: one where the Mandelstam-Tamm bound is more restrictive and one where the Margolus-Levitin bound is more restrictive. Moreover, it has been observed that the atomic wave packets evolve at a rate very close to the limit imposed by the Mandelstam-Tamm bound. In chapter 5 , the speed limit of a different quantum process is studied, namely, fast atom transport without motional excitations over distances much longer than the width of the atomic wave packet. The transport trajectories are obtained with optimal quantum control, making possible to realize transport operations down to the shortest fundamental duration - the quantum speed limit. The Mandelstam-Tamm bound is found to predict an absurdly small estimate of the minimum transport duration, but a meaningful bound consistent with the measured speed limit is obtained based on geometric arguments.
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# CHAPTER 1 

## Introduction

Faster cars, faster planes, faster internet. The world is every day more impatient. Time is gold nowadays. But I cannot think of any field where time is as "expensive" as in quantum technologies, where the required processes have to be done in time scales that go beyond our every-day notion of time. Every tiny fraction of a second counts, so we keep pushing the gas pedal as long as we can. We are in a constant race against nature and keep speeding things up, beating every technical limitation that gets on our way. But how far can we keep racing? Or in other words, is it always going to be a matter of human creativity and ingenuity to push the limit still one more step? It turns out it isn't; also in the quantum realm there is a speed limit, a fundamental bound impossible to overcome by technical improvements.

The impact of technology on society has hugely increased over the last decades, and quantum technologies promise to do the same in the times to come. We hear that quantum computers will be much faster than classical computers [3, 4], that quantum cryptography will make information transfer more secure than ever [5] and that quantum sensors can improve the sensitivity to measure magnetic fields, electric fields, acceleration, rotation, gravitational fields, etc. [6]. But all these technologies share the characteristic that they rely on quantum processes, meaning that they are very sensitive to external disturbances. This is why the time needed to realize the required operations has important implications in many of those quantum technologies, including quantum information processing [7-10], quantum communication [11-13], quantum metrology [14-16], energy storage [17], bond-selective chemistry $[18,19]$, among others. In fact, the fundamental limit on the duration of the desired processes can potentially become a limiting factor in the performance of future technologies. This is why substantial effort has gone into understanding the speed limit of different processes, such as quantum gates [20], information transport [21, 22], information production [23], nonequilibrium thermodynamics [24], as well as fundamental limits that govern the evolution rate of generic quantum systems [25-33]. And surely, the implications of such limits on concrete applications like computational speed [34-37].

One of the earliest studies on the speed limit of quantum evolution was done by Leonid Mandelstam and Igor Tamm (MT), and dates back to the 40's [27]. They reported an inequality that sets a lower bound to the duration of quantum processes. The value predicted by the bound only depends on the energy spread of the wave function, and can be interpreted as an alternative version of the famous Heisenberg's time-energy uncertainty relation [38]. The result was later generalized to time-dependent Hamiltonians by Anandan and Aharonov [30]. A similar result by Norman Margolus and Lev B. Levitin (ML) predicts a bound that depends on the mean energy of the wave function instead of the energy spread [28]. The unified bound, defined as the maximum between the MT and ML bounds, is considered to be the quantum speed limit, which has been proved to be saturated only by systems that can be effectively reduced to two-level systems [39].

The MT and ML bounds have only been experimentally verified for effective two-level systems in the past [40]. The bounds are expected to be satisfied by any quantum system, however, it is known that for more complex systems the bounds may provide absurdly small values that fall short of reflecting the true limit [29]. Therefore, one may naturally think that the bounds are only useful for simple two-level systems and turn useless as soon as more levels are added. In chapter 4 we will see that such a quick reasoning is not true. I present our results on the experimental verification of the unified bound for the dynamical evolution of single neutral atoms in an optical lattice, which constitutes a multi-level system. We have found that the evolving wave packet not only satisfies the bound but also evolves at a speed that approaches the limit even when multiple energy levels are populated. Moreover, the bound was verified in two different regimes: one in which the MT bound imposes a stronger limit and one in which the ML bound imposes a stronger limit.

As already mentioned, the MT and ML bounds fall short of predicting the true speed limit of some quantum processes. Particularly, this happens in processes that connect spatially distant states for which a Rabi-type coupling is impossible. A process of this type is studied in chapter 5 where our results on single atom transport in optical lattices over distances of around 20 times the size of the wave packet are presented. The atoms are initially prepared in the motional ground state and transported in such a way that they are still in the ground state after the transport process. The transport trajectories are obtained by optimal quantum control which optimizes the transport's fidelity, given by the ground state population fraction after transport. Transport operations with a fidelity equivalent to one are obtained for any transport duration above a certain threshold, identified as the quantum speed limit. The observed value of the quantum speed limit is well above the one predicted by the MT bound but is consistent with a bound that we obtained with geometric arguments following a proposal by Bukov et al., [29].

Another subject of great importance for quantum technologies is the knowledge of the wave function corresponding to the quantum states that are being manipulated. The wave function contains all the information of the quantum state and this is why various techniques to image it have been explored in different platforms [41-45]. In chapter 3 of this thesis, our results on time-resolved single-pixel imaging of atomic wave packets in optical lattices are presented. The images are obtained with a novel technique that makes use of Ramsey interferometry to image a time-evolving wave function by comparing it to a static wave function. The measurements here presented are limited to a single pixel, but the technique can be naturally extended to obtain a multi-pixel image that would contain the same information as the wave function. Moreover, there are multiple features of the wave function and the trapping potential that are extracted from the single-pixel images. The Hamiltonian moments of the system are extracted from the behavior of the single-pixel images at the limit of short times, while the energy spectrum of the trapping potential is extracted from the time dependence of the images over times of a few trapping periods. The Hamiltonian moments characterize the evolution of the wave packet, and the first two of them provide an upped bound to the rate of change of the wave packet evolution according to the MT and ML bounds discussed in chapter 4. In fact, the recorded single-pixel image traces presented in chapter 3 have been used to verify the MT and ML bounds in chapter 4.

# Experimental apparatus and measurement techniques 


#### Abstract

The measurements discussed in this thesis require high level of control over atomic quantum states in order to achieve the desired state preparation and subsequent manipulation. In our experiment we use a one-dimensional optical lattice (Fig. 2.1A) as our canvas to trap, manipulate and study the dynamics of neutral ${ }^{133} \mathrm{Cs}$ atoms in a potential well. Specifically, we make use of the control over the internal degrees of freedom (atomic hyperfine levels, see Fig. 2.2) to study the dynamics of the external degrees of freedom (motional states in the trapping potential, see Fig. 2.1B). In this chapter I present basic concepts of atom trapping and cooling as well as the experimental apparatus and techniques used to realize the measurements presented in the following chapters. The concepts and techniques concerning the internal degrees of freedom are introduced in Sec. 2.1, and the concepts involving the external degrees of freedom are discussed in Sec. 2.2.


### 2.1 Internal degrees of freedom

### 2.1.1 Atom trapping and cooling

Every experimental sequence realized in our experiment starts by trapping the cesium atoms from a low pressure thermal background gas using a magneto-optical trap (MOT). The MOT has three orthogonal pairs of counter-propagating circularly-polarized laser beams tuned to a frequency close to the atomic cycling transition $|F=4\rangle \rightarrow\left|F^{\prime}=5\right\rangle$ (see Fig. 2.1C), red detuned by a few times the natural linewidth of the transition $\Gamma_{\mathrm{D} 2}=2 \pi \cdot 5.22 \mathrm{MHz}$ [46]. Due to the Doppler shift, the MOT beams produce radiation pressure on the atoms only in the direction opposite to their velocity [47]. Additionally, the MOT has a pair of coils in anti-Helmholtz configuration (called MOT coils) that form a quadrupole magnetic field gradient. The center of the quadrupole field is located at the position where the MOT beams intersect each other. The exact position of the center of the quadrupole field is controlled by three additional pairs of coils (called compensation coils) in Helmholtz configuration. When the magnetic field gradient is turned on, the radiation pressure becomes position dependent due to the Zeeman splitting [48]. Specifically, the radiation pressure increases as the atoms move away form the center of the quadrupole field. This way, the atoms are trapped from the background gas in a region around the center of the quadrupole field and cooled down to temperatures around the Doppler limit $T_{\mathrm{D}}=\hbar \Gamma_{\mathrm{D} 2} /\left(2 k_{B}\right) \approx 125 \mu \mathrm{~K}$ [49]. More details on the MOT used in our experiment can be found in [50] and for more details on the physical effects in a MOT see [47, 51].


Figure 2.1: Cesium atoms in optical lattices. (A) Illustration of our optical lattice formed by two counterpropagating laser beams with a wavelength of $\lambda \approx 866 \mathrm{~nm}$. The blue spheres represent ${ }^{133} \mathrm{Cs}$ atoms trapped by the optical lattice potential as explained in Sec.2.1.2. (B) The trapped atoms not only have internal (spin) degrees of freedom but also external degrees of freedom given by the motional levels determined by the trapping potential. Here, the wave function amplitude of the first 10 bounded eigenstates are illustrated (colorful solid lines). Each wave function is vertically shifted by its corresponding energy (horizontal dashed lines) for illustration purposes. (C) ${ }^{133} \mathrm{Cs}$ D2 line level scheme. The two red arrows indicate the transitions induced by the MOT cooling $\left(F=4 \rightarrow F^{\prime}=5\right)$ and repumping $\left(F=3 \rightarrow F^{\prime}=4\right)$ beams.

After the atoms are trapped and cooled by the MOT, they are transferred to the lattice potential (described in Sec. 2.1.2) which is formed by two counter-propagating beams that form a one-dimensional lattice that intersects the MOT's center. The atoms are therefore transferred to the lattice by simply turning the magnetic field gradient off ${ }^{1}$. Once the atoms are in the lattice, the temperature is further reduced by sub-Doppler cooling. Such technique cools down the atoms beyond the Doppler limit by means of polarization gradient cooling [52] (also known as Sisyphus effect), reaching temperatures on the order of $10 \mu \mathrm{~K}$ for a trap depth of ${ }^{2} 80 \mu \mathrm{~K}$. After the sub-Doppler cooling, the MOT beams are turned off and the atoms are only trapped by the lattice potential. The storage time (half-life) of the atoms in the lattice is around 6 s , limited by phase noise of the lattice beams [53], which is translated into position fluctuations of the lattice, see Sec. 2.1.6. The storage time is orders of magnitude longer than the duration of any physical process studied in this thesis.

[^0]
### 2.1.2 Optical dipole trap

In this section I explain the concept of spin dependent dipole trap potential, meaning that the potential experienced by the atoms depends on their internal spin state. The optical potential originates form the energy shift of the internal atomic energy levels produced by the interaction between the atom and the light field. The energy shift of the $i$ 'th energy level, with unperturbed energy $\varepsilon_{i}$, is given by [49]

$$
\begin{equation*}
\Delta E_{i}=\sum_{j \neq i} \frac{\left.\left|\langle j| \hat{\mathcal{H}}_{1}\right| i\right\rangle\left.\right|^{2}}{\varepsilon_{i}-\varepsilon_{j}} \tag{2.1}
\end{equation*}
$$

where $\hat{\mathcal{H}}_{1}=-\hat{\mu} \cdot \boldsymbol{E}$ is the interaction component of the system's Hamiltonian $\hat{\mathcal{H}}=\hat{\mathcal{H}}_{0}+\hat{\mathcal{H}}_{1}$ with $\hat{\mu}=-$ er being the electric dipole operator. For illustration purposes, let us first consider a two-level system. According to Eq.(2.1), the energy shift on the ground state of a two level system is

$$
\begin{equation*}
\Delta E=\frac{3 \pi c^{2}}{2 \omega_{0}^{3}} \frac{\Gamma}{\Delta} I \tag{2.2}
\end{equation*}
$$

where $\omega_{0}$ is the atomic transition frequency, $c$ is the speed of light, $I$ is the intensity of the lattice beams, $\Delta$ is the detuning between the atomic transition and the laser beam and $\Gamma$ is the decay rate of the atomic transition. From Eq.(2.2), it is clear that the energy shift of the ground state is attractive for a red-detuned light field and repulsive for a blue-detuned light field.

In our experiment we work with ${ }^{133} \mathrm{Cs}$ whose fine structure level scheme is shown in Fig. 2.2A. The fine-structure splitting arises from the interaction between the orbital angular momentum and the electron's spin. Particularly, the ground state $6^{2} S_{1 / 2}$ is split in two levels here denoted $\left|\uparrow_{\text {fine }}\right\rangle$ and $\left|\downarrow_{\text {fine }}\right\rangle$ corresponding to $m_{J}=1 / 2$ and $-1 / 2$ respectively. According to Eq.(2.2), given a light field with a frequency in between the D1 and D2 lines, the $\sigma^{+}$-polarized component of the light field produces a potential on $\left|\downarrow_{\text {fine }}\right\rangle$ containing an attractive contribution and a repulsive contribution, while the $\sigma^{-}$polarized component has the same effect on $\left|\uparrow_{\text {fine }}\right\rangle$. A properly chosen lattice wavelength produces a complete cancellation between the attractive and repulsive forces in such a way that the potential on $\left|\uparrow_{\text {fine }}\right\rangle$ only depends on the intensity of the $\sigma^{+}$-polarized lattice component while the potential on $\left|\downarrow_{\text {fine }}\right\rangle$ only depends on the intensity of the $\sigma^{-}$-polarized lattice component. A computation including higher energy levels [54] yields a value of $\lambda=865.9 \mathrm{~nm}$ known as the magic wavelength.

The fine splitting of the ground state on the two spin states $\left|\uparrow_{\text {fine }}\right\rangle$ and $\left|\downarrow_{\text {fine }}\right\rangle$ doesn't take into account the interaction with the nucelar spin. Such interaction produces the well known hyperfine splitting shown in Fig. 2.2B. For the measurements presented in this thesis we have used three out of the 16 hyperfine levels of the ground state: $|4,4\rangle:=\left|F=4, m_{F}=4\right\rangle,|4,3\rangle:=\left|F=4, m_{F}=3\right\rangle$ and $|3,3\rangle:=\left|F=3, m_{F}=3\right\rangle$. They can be written in terms of the fine splitting states $\left|\uparrow_{\text {fine }}\right\rangle$ and $\left|\downarrow_{\text {fine }}\right\rangle$ :

$$
\begin{align*}
& |4,4\rangle=\left|I=\frac{7}{2}, m_{I}=\frac{7}{2}\right\rangle \otimes\left|\uparrow_{\text {fine }}\right\rangle  \tag{2.3}\\
& |3,3\rangle=-\sqrt{\frac{1}{8}}\left|I=\frac{7}{2}, m_{I}=\frac{7}{2}\right\rangle \otimes\left|\uparrow_{\text {fine }}\right\rangle+\sqrt{\frac{7}{8}}\left|I=\frac{7}{2}, m_{I}=\frac{7}{2}\right\rangle \otimes\left|\downarrow_{\text {fine }}\right\rangle,  \tag{2.4}\\
& |4,3\rangle=-\sqrt{\frac{7}{8}}\left|I=\frac{7}{2}, m_{I}=\frac{7}{2}\right\rangle \otimes\left|\uparrow_{\text {fine }}\right\rangle+\sqrt{\frac{1}{8}}\left|I=\frac{7}{2}, m_{I}=\frac{7}{2}\right\rangle \otimes\left|\downarrow_{\text {fine }}\right\rangle . \tag{2.5}
\end{align*}
$$



Figure 2.2: ${ }^{133} \mathbf{C s}$ fine and hyperfine level schemes [46]. (A) Fine structure level scheme. The lattice wavelength $\lambda=865.9 \mathrm{~nm}$ corresponds to the so called magic wavelength (horizontal dashed line). It is red detuned form the D2 transition ${ }^{2} S_{1 / 2} \rightarrow{ }^{2} P_{3 / 2}$ and blue detuned form the D1 transition ${ }^{2} S_{1 / 2} \rightarrow{ }^{2} P_{1 / 2}$. The $\left|\uparrow_{\text {fine }}\right\rangle$ state experiences an attractive potential from the $\sigma^{+}$-polarized component, which only has a contribution form the D 2 line, and no potential form the $\sigma^{-}$-polarized component since the D1 and D2 line contributions cancel each other. For the $\left|\downarrow_{\text {fine }}\right\rangle$ state the opposite happens. (B) Hyperfine structure level scheme. The ${ }^{2} S_{1 / 2}$ orbital splits in 16 hyperfine levels. The optical pumping $\left(F=4 \rightarrow F^{\prime}=4\right)$ and repumping $\left(F=3 \rightarrow F^{\prime}=4\right)$ beams are used to prepare the atoms in the $|4,4\rangle$ state. The push-out beam $\left(F=4 \rightarrow F^{\prime}=5\right)$ is used to remove atoms in $F=4$ by radiation pressure without removing atoms in $F=3$. The pair of states $|3,3\rangle \leftrightarrow|4,4\rangle$ is called the $\sigma$-Qubit, while the pair $|3,3\rangle \leftrightarrow|4,3\rangle$ is called $\pi$-Qubit.

Therefore, the potential of each of the three states in a one-dimensional lattice is given by ${ }^{3}$

$$
\begin{align*}
U_{|4,4\rangle}(\vec{r}) & =\alpha I_{\sigma^{+}}(\vec{r}),  \tag{2.6}\\
U_{|3,3\rangle}(\vec{r}) & =\frac{1}{8} \alpha I_{\sigma^{+}}(\vec{r})+\frac{7}{8} \alpha I_{\sigma^{-}}(\vec{r}),  \tag{2.7}\\
U_{|4,3\rangle}(\vec{r}) & =\frac{7}{8} \alpha I_{\sigma^{+}}(\vec{r})+\frac{1}{8} \alpha I_{\sigma^{-}}(\vec{r}), \tag{2.8}
\end{align*}
$$

where $\alpha$ is a constant that depends on cesium polarizability, and $I_{\sigma^{ \pm}}(\vec{r})$ is the intensity of the $\sigma^{ \pm}$-polarized component of the light field at the position $\vec{r}$. In our case, we trap the atoms in a one-dimensional lattice formed by two counter-propagating linearly-polarized laser beams with Gaussian profiles and equal powers. Since the linear polarization can be decomposed into left and right-circular polarization components with equal amplitudes, we effectively have two superimposed lattices, one $\sigma^{+}$-polarized and one $\sigma^{-}$-polarized. The intensity profile of the two lattice components is

$$
\begin{equation*}
I_{\sigma^{ \pm}}(x, r)=\frac{4 P}{\pi w^{2}(x)} e^{-2 r^{2} / w^{2}(x)} \cos ^{2}\left[k\left(x-x_{ \pm}\right)\right] \tag{2.9}
\end{equation*}
$$

[^1]where $x$ and $r$ are the longitudinal and transverse positions, $k=2 \pi / \lambda$ with $\lambda$ being the lattice wavelength, $w(x)$ is the Gaussian waist at $x, P$ is the power of each of the two counter-propagating beams and $x_{ \pm}$is the position of the $\sigma^{ \pm}$-polarized lattice.

Using Eq.(2.9), the three potential landscapes in Eqs.(2.6-2.8) can be written as a sinusoidal potential with a depth and offset that depend on the relative position between the two $\sigma$-polarized lattices (see Fig. 2.3).

$$
\begin{align*}
& U_{|4,4\rangle}(x)=-U(0) \cos ^{2}\left[k\left(x-x_{+}\right)\right]  \tag{2.10}\\
& U_{|3,3\rangle}(x)=-U\left(x_{+}-x_{-}\right) \cos ^{2}\left[k\left(x-x_{\mathrm{pos}}\left(x_{-}, x_{+}\right)\right)\right]-U_{\mathrm{offs}}\left(x_{+}-x_{-}\right)  \tag{2.11}\\
& U_{|4,3\rangle}(x)=-U\left(x_{+}-x_{-}\right) \cos ^{2}\left[k\left(x-x_{\mathrm{pos}}\left(x_{+}, x_{-}\right)\right)\right]-U_{\mathrm{offs}}\left(x_{+}-x_{-}\right) \tag{2.12}
\end{align*}
$$

with

$$
\begin{align*}
U(x) & =\frac{\alpha I_{0}}{8} \sqrt{50+14 \cos (2 k x)}  \tag{2.13}\\
U_{\text {offs }} & =\frac{\alpha I_{0}}{2}-\frac{U(x)}{2}  \tag{2.14}\\
x_{\mathrm{pos}}\left(x_{1}, x_{2}\right) & =\frac{\lambda}{4 \pi} \arctan \left(\frac{7 \sin \left(2 k x_{1}\right)+\sin \left(2 k x_{2}\right)}{7 \cos \left(2 k x_{1}\right)+\cos \left(2 k x_{2}\right)}\right), \tag{2.15}
\end{align*}
$$

where we restricted ourselves to the positions along the lattice axis $(r=0)$, we assume that $x$ is much smaller than the Rayleigh length ${ }^{4}(w(x) \approx w(0))$, and $I_{0}=4 P /\left(\pi w^{2}(0)\right)$ represents the peak intensity of each $\sigma$-polarization component.


Figure 2.3: Spin dependent optical lattice potential. The three states $|3,3\rangle,|4,3\rangle$ and $|4,4\rangle$ experience different potential landscapes when there is a relative displacement $\Delta x=x_{+}-x_{-}$between the two $\sigma$-polarized lattice components, Eqs.(2.10-2.12). The three curves here shown correspond to $x_{+}=0.25 \lambda / 2$ and $x_{-}=0$. The position of $U_{|4,4\rangle}$ only depends on $x_{+}$, its amplitude is independent of both $x_{-}$and $x_{+}$, and it has zero vertical offset. On the other hand, $U_{|3,3\rangle}$ and $U_{|4,3\rangle}$ both acquire a vertical offset Eq.(2.14), their depth $U$ is reduced Eq.(2.13) and their effective positions depend on both $x_{-}$and $x_{+}$, Eqs.(2.11, 2.12 and 2.15).

[^2]
### 2.1.3 Spin state preparation

As already mentioned in Sec. 2.1.2, for the measurements presented in this thesis only the three hyperfine levels $|3,3\rangle,|4,3\rangle$ and $|4,4\rangle$ are used. However, after the atoms are trapped by the MOT and transferred into the lattice, they are homogeneously distributed along the 16 different hyperfine levels of $6^{2} S_{1 / 2}$, Fig. 2.2. This is why every measurement sequence starts with a spin state preparation that transfers all atoms into the outermost hyperfine state $|4,4\rangle$. This is done by optical pumping, a well known technique developed in the 50 's by the Nobel prize winner Alfred Kastler [55].

To prepare the atoms in the target state $|4,4\rangle$, a $\sigma^{+}$-polarized optical pumping beam, frequency-locked to the $|F=3\rangle \rightarrow\left|F^{\prime}=4\right\rangle$ transition, shines the atoms in the direction of the quantization axis defined by a nearly homogeneous magnetic field of 3 G parallel to the lattice ${ }^{5}$. The magnetic quantum number of the atom increases by one unit for every absorbed photon $m_{F} \rightarrow m_{F}+1$, until it reaches the target state $m_{F}=4$. The atoms decaying to the $F=3$ are pumped back by a repumper beam locked to the $|F=3\rangle \rightarrow\left|F^{\prime}=4\right\rangle$ transition, see Fig. 2.2B. Importantly, $|4,4\rangle$ is a dark state because there are no resonant transitions induced by the $\sigma^{+}$-polarized optical pumping and repumper beams. This reduces the probability of heating the atoms that have already reached the target state. Once the atoms reach $|4,4\rangle$ and the pumping beams are turned off, the hyperfine sublevel lifetime is limited by off-resonant scattering with lattice photons [56, 57], to around 100 ms (half-life) [58]. This doesn't pose a problem for the measurements presented in this thesis since it is at least three orders of magnitude longer than the physical processes here studied.

### 2.1.4 Microwave driving and $\sigma$-Qubit

The atoms initially prepared in $|4,4\rangle$ can be transferred to $|3,3\rangle$ by a microwave driving field that couples the two states with a Rabi frequency ${ }^{6} \Omega_{\mathrm{MW}}=\langle 3,3| \hat{\mu} \vec{B}|4,4\rangle / \hbar[59,60]$. In order to address a specific transition between hyperfine levels, the quantization axis field of 3 G lifts the degeneracy by 1.05 MHz between consecutive levels [46], allowing us to exclusively couple the two hyperfine states $|4,4\rangle$ and $|3,3\rangle$, Fig 2.2B. This way we avoid populating any of the other hyperfine states during the microwave driving. This means that we effectively have a two level system that we call $\sigma$-Qubit, because the transition requires an angular momentum change of $m_{F} \rightarrow m_{F} \pm 1$.

The microwave driving field is generated by a horn placed close to the glass cell with which Rabi frequencies of up to 50 kHz are reached. A detailed description of the microwave generation setup can be found in [50]. Given a certain Rabi frequency, any desired superposition of the two $\sigma$-Qubit states is obtained by controlling the length of the microwave pulses.

### 2.1.5 Raman driving and $\pi$-Qubit

As mentioned in Sec. 2.1.4, with microwave driving we reach Rabi frequencies up to 50 kHz . However, for the measurements presented in Chapter 4, frequencies of up to the MHz regime were needed. To reach the required Rabi frequencies we couple the two hyperfine states $|4,3\rangle$ and $|3,3\rangle$ with a pair of Raman beams. The Raman coupling allows us to reach much higher transition frequencies even though it is a two-photon process as opposed to the microwave transition that is a one-photon process. This is due to the fact that the microwave field couples the two states by a magnetic dipole transition while the Raman driving field couples the two states by electric dipole transitions [61]. Additionally, the Raman transitions used here are driven by optical driving fields and can therefore be focused to achieve high

[^3]intensities. Analogously to the $\sigma$-Qubit, the two states $|4,3\rangle$ and $|3,3\rangle$ effectively form a two level system that we call $\pi$-Qubit, because the transition preserves the atom's angular momentum (see Fig 2.2B).
(A)

(B)
\[

$$
\begin{array}{ll}
6^{2} \mathrm{P}_{3 / 2} & m_{F}^{\prime}=3 \\
& \begin{array}{l}
\Delta=50 \mathrm{GHz} \\
\\
\end{array} . \quad m_{F}^{\prime}=4 \\
\end{array}
$$
\]



Figure 2.4: Raman and microwave transitions. (A) A Raman transition between two states $|1\rangle$ and $|2\rangle$ is a two-photon process induced by two beams whose relative frequency difference $\Delta_{12}+\delta_{\mathrm{R}}$ is close to the energy difference between $|1\rangle$ and $|2\rangle$ up to a possible detuning $\delta_{\mathrm{R}}$. Both beams have a detuning $\Delta$ from a third excited level $|3\rangle$. The atom is excited from its initial state $|1\rangle$ by the pump beam and decays to $|2\rangle$ emitting a photon stimulated by the Stokes beam. The process effectively couples $|1\rangle$ and $|2\rangle$ with a Rabi frequency $\Omega_{R}$. (B) In our system, the Raman transitions are used to transfer the atoms between the $|3,3\rangle$ and $|4,3\rangle$ states ( $\pi$-Qubit) with a pair of $\sigma^{+}$-polarized beams. on the other hand, microwave transitions are used to transfer atoms between the $|3,3\rangle$ and $|4,4\rangle$ states ( $\sigma$-Qubit) with a single-photon process induced by a resonant microwave driving field.

A Raman transition between two states $|1\rangle$ and $|2\rangle$ consists of a two photon process induced by a pair of off-resonant beams, detuned by a frequeny $\Delta$ from a third excited level $|3\rangle$, and whose relative frequency difference is near the transition frequency $\Delta_{12}$ between $|1\rangle$ and $|2\rangle$ (see Fig.2.4A). The atom initially prepared in $|1\rangle$ is excited by a photon from the pump beam and then decays to $|2\rangle$ emitting a photon stimulated by the Stokes beam. In the case of Raman transitions between hypefine levels of ${ }^{133} \mathrm{Cs}$ ground state, the Rabi frequency of the transition is [62]

$$
\begin{equation*}
\Omega_{\mathrm{R}}=\sqrt{X\left(m_{F}\right)} \frac{\Omega_{\mathrm{S}} \Omega_{\mathrm{P}}}{2 \Delta} \tag{2.16}
\end{equation*}
$$

where $\Omega_{\mathrm{P}}$ and $\Omega_{\mathrm{S}}$ are the single-photon Rabi frequencies of the resonant optical transitions induced by the pump and Stokes beams respectively, $m_{F}$ is the magnetic quantum number of the lower level $(F=3)$, and $X\left(m_{F}\right)$ is a factor that depends on the polarization of the two beams

$$
X\left(m_{F}\right)=\left\{\begin{array}{cll}
\frac{1}{288}\left(4+m_{F}\right)\left(5+m_{F}\right) & : & \left(\pi, \sigma^{-}\right),\left(\sigma^{+}, \pi\right)  \tag{2.17}\\
\frac{1}{288}\left(4-m_{F}\right)\left(5-m_{F}\right) & : & \left(\pi, \sigma^{+}\right),\left(\sigma^{-}, \pi\right) \\
\frac{1}{9}\left[1-\left(\frac{m_{F}}{4}\right)^{2}\right] & : & \left(\sigma^{+}, \sigma^{+}\right),\left(\sigma^{-}, \sigma^{-}\right) \\
0 & : & (\pi, \pi),\left(\sigma^{ \pm}, \sigma^{\mp}\right)
\end{array}\right.
$$

where the two terms in parenthesis denote the polarization of the pump and Stokes beams respectively.

For the measurements presented in chapter 4, we need to couple the two $\pi$-Qubit states instead of the $\sigma$-Qubit states that we couple by microwave driving. This is because the potential landscapes experienced by the two $\pi$-Qubit states are equal between them up to a longitudinal displacement, while the $\sigma$-Qubit states experience potential landscapes with different depth and vertical offset (see Fig. 2.3). Having equal potentials for the two spin states is essential for the interferometric measurements presented in chapter 4, where the eigenstates of the two potentials need to coincide (up to a spatial displacement). From Eq. (2.17) we know that the highest coupling (given that in our case $m_{F}=3$ ) is obtained with the ( $\pi, \sigma^{-}$) or $\left(\sigma^{+}, \pi\right)$ configurations resulting in $X\left(m_{F}\right)=0.1944$. However, those configurations do not couple the $\pi$-Qubit states. The only two configurations that produce a non-zero coupling between the $\pi$-Qubit states are $\left(\sigma^{+}, \sigma^{+}\right)$and $\left(\sigma^{-}, \sigma^{-}\right)$which result in $X\left(m_{F}\right)=0.0486$. The two configurations work equally well for our purpose; we have simply chosen the $\left(\sigma^{+}, \sigma^{+}\right)$configuration (see Fig. 2.4B) because it was easier to implement in the setup. The Raman beams are overlapped with the $\sigma^{+}$polarized lattice beam and they thus go trough the same optics before reaching the atoms. The beams have a Gaussian profile with a waist of around $17 \mu \mathrm{~m}$. Such a small waist means we have a high intensity at the position of the atoms, which translates in high Rabi frequencies. With a detuning of around $\Delta=50 \mathrm{GHz}$ we reach Rabi frequencies up to $\Omega_{R}=6.5 \mathrm{MHz}$.

### 2.1.6 Lattice depth and position control

As we have already seen in Sec. 2.1.2, the position and depth of the potential experienced by the different hyperfine states $|4,4\rangle,|4,3\rangle$ and $|3,3\rangle$ depends on the position and intensity of the two $\sigma$-polarized lattice components according to Eqs. (2.10-2.12). In this section I explain how the intensity and position of the two lattice components are actively controlled using acousto-optic modulators (AOM) in closed feedback loops. A more detailed explanation can be found in [53, 58].

One of the two counter-propagating lattice beams, called non-synthesized arm, has a fixed linear polarization and only its intensity is actively controlled with the help of an AOM in a closed feedback loop as shown in Fig. 2.5A. A fraction of the beam's power is reflected by a pickup plate into a photodiode. The photodiode's signal is compared to a reference voltage produced by an arbitrary waveform generator. The voltage difference between the photodiode and the reference is used as an error signal and sent to a lock box ${ }^{7}$, whose output is mixed with an 80 MHz RF signal generated by a $\mathrm{DDS}^{8}$. The mixed RF signal is finally used to drive the AOM which controls the beam's intensity, therefore closing the feedback loop.

The opposite counter-propagating lattice beam, called synthesized arm, is controlled with two AOMs. Each AOM controls the phase and intensity of each $\sigma$-polarized component. Initially, the beams corresponding to the $\sigma^{+}$and $\sigma^{-}$components are horizontally and vertically polarized respectively. A quarter wave plate ${ }^{9}$ transforms the horizontally polarized beam into a left-circularly polarized beam and the vertically polarized beam into a right-circularly polarized beam. ${ }^{10}$ Two independent loops, like the one used for the non-synthesized arm, are used to actively control the intensity of each component. A wollastone prism is used to split the horizontal and vertical polarization components in order to control the two components independently (see intensity control box in Fig. 2.5B).

The phases of the two synthesized-arm components are actively controlled by two independent optical phase-locked loops (see phase control box in Fig. 2.5B). To achieve this, a fraction of their power is
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Figure 2.5: Intensity and phase control of the lattice beams. The two counter propagating laser beams that form the lattice are obtained from a common beam, split by a beam splitter (BS). One beam forms the non-synthesized $\operatorname{arm}(\mathbf{A})$ and the other one forms the synthesized arm (B). The setup shown in B is called polarization-synthesizer and is capable of producing any desired polarization (figure taken from [53]). The polarization of the nonsynthesized arm is fixed, and only its intensity is controlled by a feedback loop. The polarization and amplitude of the two polarization components are controlled by four independent feedback loops as explained in the main text. The abbreviations are acousto-optic modulator (AOM), referenceclock (CLK), direct digital synthesizer (DDS), horizontal linear polarization $(\mathrm{H})$, polarizing beam splitter (PBS), photodiode(PD), phase-frequency detector (PFD), proportional-double-integral-derivative controller (PI2D), polarization maintaining (PM), pickup plate (PP), radio frequency (rf), universal serial bus (USB), vertical linear polarization (V), voltage-controlled oscillator (VCO), Wollaston prism (WP), half-wave plate ( $\lambda / 2$ ), and quarter-wave plate $(\lambda / 4)$.
reflected by a pickup plate after they have gone through their corresponding AOMs. Additionally, a fraction of the power is picked up before the AOMs and is used as a reference. The beams picked up before and after the AOM are overlapped ${ }^{11}$, producing a beating signal with a frequency of around 80 MHz , corresponding to the frequency of the RF driving of the AOM. The beating signal, detected with a fast photodiode ${ }^{12}$, is compared with a phase frequency discriminator ${ }^{13}$ to a reference RF signal generated by a DDS ${ }^{14}$. The phase difference is used as an error signal and sent to a lock box ${ }^{15}$, whose output controls a voltage controlled oscillator that finally drives the AOM. The phase of each beam can then be controlled by tuning the phase of the two separate reference RF signals produced by the DDS. The

The position of the two lattice components $x_{ \pm}$are directly related to the relative phase between the two

[^5]counter-propagating beams according to the following expression
\[

$$
\begin{equation*}
x_{ \pm}=\frac{\lambda}{2} \frac{\left(\phi_{ \pm}-\phi_{0}\right)}{2 \pi} \tag{2.18}
\end{equation*}
$$

\]

where $\phi_{ \pm}$is the phase of the synthesized beam corresponding to the $\sigma_{ \pm}$-polarized component and $\phi_{0}$ is the phase on the non-synthesized beam. This way, the position of the two lattice components are computer controlled via the DDS. The optical phase-locked loop reaches a bandwidth of around 800 kHz and a slew rate of $0.84 \mathrm{rad} \mu \mathrm{s}^{-1}$. This is particularly important for the measurements presented in Chap. 5 .

### 2.2 External degrees of freedom

Besides the internal degrees of freedom, the atomic quantum state has external degrees of freedom. The trapped atom can populate different motional energy levels (eigenstates) given by the solutions of the Schrödinger equation for an atom in the lattice potential. An example of the solutions for a potential depth of $25 \mu \mathrm{~K}$ is shown in Fig. 2.1B where the wave functions corresponding to the first 10 levels are plotted ${ }^{16}$. The following chapters in this thesis are devoted to study the external degrees of freedom, meaning the dynamics of the atomic wave packet in the trapping potential. The ability to control the internal atomic degrees of freedom (Sec. 2.1) is rather used as a tool to study the wave packet dynamics. In the following sections, the methods used to control and monitor the external degrees of freedom of the atoms trapped in the lattice potential are presented.

### 2.2.1 Motional ground state preparation

In Sec. 2.1.1 we have seen that after sub-Doppler cooling the temperature of the atoms is on the order of $10 \mu \mathrm{~K}$, corresponding to a ground state (lowest motional energy level) population of around $40 \%$. In this section I describe the cooling technique, first realized by Förster et al., [64], used to increase the longitudinal ground state population up to around $98 \%$. Cooling the atoms down to the motional ground state is desirable to avoid inhomogeneous effects [60]. Moreover, the state preparation in a single motional energy level is essential for the measurements discussed in Chapters 3, 4 and 5.

The cooling technique consists of a cycle that reduces the motional energy level of the atom using sideband-resolved microwave transitions. Sideband-resolved here means that the microwave pulses are spectrally narrower than the spacing between consecutive energy levels $\omega_{\text {vib }}=\omega_{n+1}-\omega_{n}$ where $\hbar \omega_{n}$ is the energy of the $n^{\text {th }}$ level (see Fig. 2.6). This way it is possible to address transitions on a specific sideband. Particularly, transitions on cooling sidebands $n \rightarrow m$ with $m<n$ reduce the energy of the atom by $n-m$ energy quanta. The cycle used to cool the atoms to the ground state addresses the first cooling sideband to transfer the atoms from the motional level $n$ of $|4,4\rangle$ to the motional level $n-1$ of $|3,3\rangle$ (see Fig. 2.6). The atoms are then pumped back by the repumper beam $\left(F=3 \rightarrow F^{\prime}=4\right)$ and decay back, closing the cycle ${ }^{17}$. Importantly, the ground state of $|4,4\rangle$ is a dark state of the process since there are no more resonant transitions once the atom reaches that state.

One essential ingredient that is required for the cooling process to work is the coupling between different motional levels. The local minima of the lattice potential are nearly harmonic, and it is well known that the wave functions corresponding to different energy levels in a harmonic potential are orthogonal. This means that the microwave driving field cannot couple different motional levels as long
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Figure 2.6: Motional ground state cooling. The microwave driving induces a transition from the motional level $n$ of $|4,4\rangle$ to the motional level $(n-1)$ of $|3,3\rangle$, therefore reducing the energy of the atom. The remumping beam $\left(F=3 \rightarrow F^{\prime}=4\right)$ transfers the atom to $6^{2} P_{3 / 2}$ from where it decays back to close the cycle. Once the atom reaches the ground state of $|4,4\rangle$ there are no resonant transitions available, making it a dark state.
as the potentials corresponding to $|4,4\rangle$ and $|3,3\rangle$ are equal. Therefore, in order to enable the microwave sideband transitions, one of the spin potentials is longitudinally displaced by around $\Delta x=17 \mathrm{~nm}$, lifting the orthogonality between different motional states [65] (see Fig. 2.6).

There are two sources of heating during the cooling cycle [65]: recoil heating and projection heating. The recoil heating is induced by the absorption and spontaneous emission of the microwave photons

$$
\begin{equation*}
\Delta E_{\mathrm{rec}}=\hbar^{2} k^{2} / m \tag{2.19}
\end{equation*}
$$

where $k$ is the wave vector of the microwave driving field. The projection heating, on the other hand, is produced by the non-vanishig projection of the motional states of $|3,3\rangle$ onto the motional states of $|4,4\rangle$ during the repumping process. The average energy increase per cycle repetition due to projection heating in the harmonic approximation is [65]

$$
\begin{equation*}
\Delta E_{\mathrm{proj}}=m \omega_{\mathrm{vib}}^{2} \Delta x^{2} / 2 \tag{2.20}
\end{equation*}
$$

where $\hbar \omega_{\text {vib }}$ is the energy difference between consecutive vibraitonal levels and $\Delta x$ is the relative displacement between the two lattice components. The effective energy change over one cooling cycle is then

$$
\begin{equation*}
\Delta E_{\mathrm{tot}}=\Delta E_{\mathrm{rec}}+\Delta E_{\mathrm{proj}}-\hbar \omega_{\mathrm{vib}} \tag{2.21}
\end{equation*}
$$

The condition to cool the atoms is $\Delta E_{\text {tot }}<0$, known as Lamb-Dicke regime [65, 66]. In our case, the recoil heating is orders of magnitude smaller than $\hbar \omega_{\text {vib }}$ and can be neglected. The lattice displacements is chosen to be $\Delta x=17 \mathrm{~nm}$ which is a trade off between a high coupling between consecutive motional levels and a small projection heating.

The microwave sideband cooling only reduces the axial temperature of the atoms. However, some measurements, particularly the ones presented in Chap. 5, are sensitive to the transverse temperature of the atoms as well. In order to reduce the transverse temperature of the atoms, during molasses cooling
we superimpose to the optical lattice a blue-detuned donut-shaped beam. Thereby, we increase the confinement of the atoms in the direction transverse to the optical lattice. By subsequently ramping down the intensity of the donut beam adiabatically, we lower the transverse temperature of the atoms approximately by a factor of 3 (see Sec. 2.2.3). For more details about the donut-shaped beam see [58].

### 2.2.2 Robust measurement of motional ground state population

For the measurements presented in Chapter 5, a robust measurement of the ground state population fraction $P_{0}$ is required. One technique to obtain the ground state population, previously used in this group, consists in measuring the population fraction $p_{e}^{\text {cool }}$ transferred by a microwave $\pi$-pulse tuned to the cooling sideband $(n \rightarrow n-1)$ and the fraction $p_{e}^{\text {heat }}$ transfered by an equal pulse tuned to the heating sideband $(n \rightarrow n+1)$. The ground state population is then $P_{0}=1-p_{e}^{\text {cool }} / p_{e}^{\text {heat }}$ [67]. However, since the spectral widths and positions of the sidebands depend on the temperature of the atoms [68], multiple points are needed in order to determine the height of each sideband.

We have used a more suitable technique, first proposed in [65], which requires a single point to determine the ground state population fraction. The technique consists in selectively removing from the trap all the atoms that populate higher motional states while retaining those in the ground state. To achieve this, all atoms are first transferred from $|4,4\rangle$ to $|3,3\rangle$ with a microwave $\pi$-pulse on the carrier transition, $(n \rightarrow n)$ therefore preserving the population distribution of the motional levels ${ }^{18}$. Subsequently, the relative position $x_{\uparrow}-x_{\downarrow}$ between the $\sigma^{+}$and $\sigma^{-}$components of the lattice is adiabatically increased from zero to around 17 nm to maximize the overlap between consecutive motional levels [65] i.e. maximize the efficiency of the microwave transitions on the motional sidebands. At this point, a 10-repetition removal cycle begins. The cycle starts with a microwave $\pi$-pulse resonant to the first cooling sideband $(n \rightarrow n-1)$ that transfers all atoms to $|4,4\rangle$ except those in the ground state. The atoms transferred to $|4,4\rangle$ are then removed by radiation pressure with a D2-line beam resonant to the $|F=4\rangle \rightarrow\left|F^{\prime}=5\right\rangle$ transition. The ground state population is given by the remaining population fraction after the removal cycle finishes. The multiple repetitions of the removal cycle are required to: 1) Ensure that all excited atoms are removed, in spite of the imperfect efficiency of the $|3,3\rangle \rightarrow|4,4\rangle$ transfer. 2) Make the detection technique robust against changes of the longitudinal temperature of the atoms (i.e. equally accurate for high and low temperatures).

In Fig. 2.7B, two spectra measured with the technique previously described are shown. The horizontal axis corresponds to the frequency of the microwave driving field used for the 10 pulses of the pushout cycle. The power and duration of the pulses is the same for all points and is chosen so that the transfer on the first sideband ( $n \rightarrow n \pm 1$ ) is maximized. The blue points correspond to atoms prepared in the longitudinal ground state as described in Sec. 2.2.1 while the orange points correspond to atoms not prepared in the ground state (only molasses cooling, see Sec. 2.1.1). The horizontal offset between the two spectra is on the order of 4 kHz and is within the long term fluctuations (on the order of hours) of the transition frequency due to external magnetic field fluctuations. The flat bottom of the $1^{\text {st }}$ sideband makes the ground state population measurement robust against changes of the longitudinal temperature of the atoms as well as external magnetic field fluctuations.

The model used to fit the spectra is given by the following expression

$$
\begin{equation*}
P_{\mathrm{GS}}(v)=B \sum_{n=0}^{\infty} p_{n}\left(1-\sum_{m=0}^{\infty} \alpha_{n, m} e^{-\left(\frac{v-\nu_{\mathrm{SB}} m}{\sqrt{2} \sigma}\right)^{2}}\right)^{N} \tag{2.22}
\end{equation*}
$$
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Figure 2.7: Motional ground state population measurement. (A) The ground state population is measured by removing all atoms except those that are in the ground state. The atoms that populate the excited motional levels are first transferred from $|3,3\rangle$ to $|4,4\rangle$ with a sideband-resolved microwave $\pi / 2$ pulse. They are then removed from the lattice by radiation pressure with a beam resonant to the $F=4 \rightarrow F^{\prime}=5$ transition. (B) Spectra measured with the sequence described in A, where the removal cycle was repeated 10 times. The horizontal axis is the frequency of the 10 microwave $\pi$-pulses. The vertical axis is the fraction of remaining atoms after the removal cycle. Orange points were measured with atoms that were not cooled into the longitudinal ground state, while blue points were measured with atoms cooled in the ground state with the method described in Sec. 2.2.1.
where $B$ is the efficiency of the initial carrier $\pi$-pulse (from $|4,4\rangle$ to $|3,3\rangle$ ), $p_{n}$ is the population probability of the $n^{\text {th }}$ motional level, $v_{\mathrm{SB}}$ is the longitudinal trap frequency, $\alpha_{n, m}$ is the $\pi$-pulse transfer efficiency from the $n^{\text {th }}$ to the $m^{\text {th }}$ level, $\sigma$ is the spectral width of the $\pi$-pulse, and $N$ is the number of repetitions of the pushout cycle ( 10 in our case). The sum over $m$ corresponds to the different sidebands (each one at position $v_{\mathrm{SB}} m$ ) while the sum over $n$ corresponds to the contribution of the initial population $p_{n}$ of each motional level to all sidebands. For the fits shown in Fig. 2.7B, the transfer efficiencies are theoretically computed from the Franck-Condon factors while the other parameters are free.

To understand the model, consider first the term corresponding to the sum over $m$

$$
\begin{equation*}
T_{\pi, n}(v)=\sum_{m=0}^{\infty} \alpha_{n, m} e^{-\left(\frac{v-\gamma_{\mathrm{s}} m}{\sqrt{2} \sigma}\right)^{2}} . \tag{2.23}
\end{equation*}
$$

This term represents the probability that an atom initially in the $n^{\text {th }}$ motional level is transferred from $|3,3\rangle$ to $|4,4\rangle$ after a single $\pi$-pulse. This means, $\left(1-T_{\pi, n}\right)^{N}$ is the probability that the atom remains in $|3,3\rangle$ after the $N$ pushout repetitions. Therefore, given an ensemble of thermal atoms that populate the motional levels with probabilities $p_{n}$, the probability that the atoms remain in $|3,3\rangle$ is given by the sum in Eq.(2.22), with $B$ correcting for the fraction of the total population that is lost even before the removal cycle ${ }^{19}$. Notice that the term $1-T_{\pi, n}$ has an inverted Gaussian-like shape and the $N^{\text {th }}$ power is what produces the desired flat bottom.
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### 2.2.3 Measurement of potential depth and transverse temperature

The measurements presented in Chapter 5 require knowing the depth of the lattice potential $U_{0}$ as well as the transverse temperature $T_{\perp}$ of the atoms after the state preparation. The two parameters are essential for the proper computation of the optimal control transport trajectories. In this section I explain the method used to simultaneously measure the two parameters.

When atoms prepared in the longitudinal ground state are transported by moving the lattice potential, the atoms may be heated up during the transport when the process is not adiabatic. The final longitudinal temperature of the atoms after transport, given a specific transport trajectory, depends on $U_{0}$ and $T_{\perp}$. Particularly, when the transport trajectory is linear, the process starts by momentum kick (the lattice starts moving) that puts the atom in a coherent state that oscillates with a frequency that depends on the depth of the trapping potential. The transport then ends by a second momentum kick (the lattice stops moving) in the opposite direction. When the transport time is a multiple of the oscillation period, the atom goes back to the longitudinal ground state at the end of the transport, otherwise, the atom has a higher probability of populating the excited states. This is observed in the measurements shown in Fig. 2.8. The atoms were transported over a distance of one lattice site with a linear ramp, and the ground state population was measured with the technique presented in Sec. 2.2.2. The three plots in Fig. 2.8(A-C) correspond to measurements done in three different potential depths.


Figure 2.8: Linear transport. Atoms are transported by one lattice site with a linear transport ramp. The atoms receive a momentum kick at the beginning of the transport and a second momentum kick in the opposite direction at the end. For transport durations close to a multiple of the trapping period the ground state population after transport is close to unity, otherwise, they may end up in highly excited states. Here I show three examples of the measured ground state population after linear transport of different durations, in an optical lattice potential with a trap depth $U_{0}$ of $(\mathbf{A})(28.61 \pm 0.23) \mu \mathrm{K}(\mathbf{B})(14.31 \pm 0.13) \mu \mathrm{K}$ and $(\mathbf{C})(6.72 \pm 0.06) \mu \mathrm{K}$. The orange points are the measured ground state population and the blue points are the fit, from which the trap depth and transverse temperature are obtained. (D) transverse temperature versus trap depth $U_{0}$ obtained form the fit to the three measurements (blue points). The solid blue curve shows the expected square root scaling. The green point corresponds to the values obtained with radially cooled atoms.

The exact probability of occupying the ground state after a transport operation is obtained by simulating the wave packet evolution in the moving potential using the Strang split-step integration method [69]. More details on the simulation can be found in [63, 70]. The simulation takes into account the twodimensional transverse distribution of the atoms assuming a Boltzmann distribution in a harmonic potential [65]

$$
\begin{equation*}
\mathcal{P}\left(r, T_{\perp}\right)=\frac{m \omega_{\perp}^{2}}{k_{B} T_{\perp}} r \exp \left(-\frac{m \omega_{\perp}^{2} r^{2}}{2 k_{B} T_{\perp}}\right) \tag{2.24}
\end{equation*}
$$

where $r$ is the transverse distance from the lattice axis and $\omega_{\perp}$ is the trapping frequency in the transverse directions. Moreover, given that the trapping frequency is two orders of magnitude smaller in the transverse directions than in the longitudinal direction, $r$ is assumed to be constant during the transport duration (typically a few longitudinal oscillations). Since the lattice is formed by two counter-propagating beams with Gaussian profiles, the effective trap depth experienced by the atoms decreases with $r$ and follows a Gaussian

$$
\begin{equation*}
U(r)=U_{0} \exp \left(-\frac{2 r^{2}}{w_{\mathrm{DT}}^{2}}\right), \tag{2.25}
\end{equation*}
$$

where $w_{\mathrm{DT}}$ is the waist of the lattice beams and $U_{0}=U(0)$ is the depth along the axis. The ground state population after transport, for a thermal ensemble of atoms with transverse temperature $T_{\perp}$ in a lattice potential of depth $U_{0}$ is then given by

$$
\begin{equation*}
P_{\mathrm{GS}}\left(T_{\perp}, U_{0}\right)=\int_{0}^{\infty} \mathrm{d} r P_{\mathrm{GS}}(U(r)) \mathcal{P}\left(r, T_{\perp}\right) \tag{2.26}
\end{equation*}
$$

where $P_{\mathrm{GS}}(U(r))$ is the ground state population after transport assuming that all atoms experience a potential depth equal to $U(r)$.

The function in Eq.(2.26), with the integral replaced by a trapezoidal sum over about 10 different discrete values of $r$, is used as a fitting function on the data shown in Fig. 2.8. The free parameters are the transverse temperature $T_{\perp}$ and the potential depth along the axis $U_{0}$. This way, the linear transport is used as a thermometer to extract the transverse temperature of the atoms and the longitudinal potential depth. In Fig. 2.8D I plot the transverse temperature versus the trap depth obtained form the fits to the three measurements in Fig. 2.8(A-C). The transverse temperature clearly decreases with the trap depth, following a square root dependence. This is expected because the atoms are initially cooled by molasses cooling (see Sec. 2.1.1) in a potential depth of around $370 \mu \mathrm{~K}$ and then the depth is adiabaically lowered to the desired value. During the adiabatic lowering of the potential depth, the population distribution in the different motional levels is preserved, but the energy of each level decreases approximately proportional to the square root of the depth. This can be easily seen in the harmonic approximation where the energy of the $n^{\text {th }}$ motional level is $E_{n}=(1 / 2+n) \hbar \omega_{\mathrm{HO}}$ with

$$
\begin{equation*}
\omega_{\mathrm{HO}}=2 \pi \sqrt{\frac{2 U_{0}}{m \lambda^{2}}} . \tag{2.27}
\end{equation*}
$$

The harmonic approximation is reasonable given that only the first few bounded energy levels are populated after molasse cooling (at least $96 \%$ of the population is within the first half of the bounded states of the shallowest lattice used for the measurements). This explains the square root scaling of the temperature shown by the solid blue curve. The curve was computed based on the measurement corresponding to a depth of $28.61 \mu \mathrm{~K}$, i.e. it shows the values expected from the square root scaling as computed from that single point.

As already mentioned in Sec. 2.2.1, the cooling in the transverse direction is improved by doing the
molasse cooling in a deeper transverse potential, induced by a blue-detuned donut-shaped beam that radially surrounds the atoms along the lattice. The donut-shaped beam is adiabatically turned off after molasse cooling therefore reducing the transverse temperature as shown by the green point in Fig. 2.8D.

### 2.2.4 Raman Ramsey interferometry

The measurements presented in chapter 3 and chapter 4 rely on quantifying the overlap between an evolving wave function and a reference wave function. For that purpose we use a technique called Ramsey interferometry which originated in the field of Nuclear Magnetic Resonance [71]. In this section I present the experimental sequence and the model used to extract both the modulus and phase of the overlap between the two wave functions. For simplicity, the two states of the $\pi$-Qubit will be simply called spin-up $|\uparrow\rangle:=|4,4\rangle$ and spin-down $|\downarrow\rangle:=|3,3\rangle$.


Figure 2.9: Ramsey interferometry. (A) The Ramsey interferometry sequence starts with all atoms in spin-down, typically prepared in an eigenstate of the trapping potential, Eq.(2.28). (B) A $\pi / 2$-pulse is applied at time $t=0$, putting the atomic wave function in a balanced superposition between the two spin states, Eq.(2.29). (C) Each wave function evolves over a desired waiting time $t=\tau$ according to its corresponding potential, Eq.(2.30). The spin-down potential is typically kept static, meaning that the component of the wave function in spin down will also remain static (provided it was prepared in an eigenstate). (D) A second $\pi / 2$-pulse with a control phase $\varphi_{R}$ with respect to the first one is applied at time $t=\tau$, Eq.(2.31). (E) All atoms in spin-up are removed and the remaining population fraction is measured. The remaining population fraction as a function of the control phase $\varphi_{R}$ follows a sinusoidal fringe from which the overlap between the two spin components of the wave function is obtained, Eq.(2.32). The green circles correspond to the measured spin-down population while the green curve is the fit, with the dashed curves indicating the confidence interval.

The sequence starts by preparing the atom in an eigenstate of the spin-down potential, Fig. 2.9A

$$
\begin{equation*}
|\Psi(0)\rangle=\sqrt{p}|\downarrow\rangle \otimes|\psi(0)\rangle \tag{2.28}
\end{equation*}
$$

where $\psi(0)$ is an eigenstate of $U_{|3,3\rangle}(x)$ and $p \in[0,1]$ is the overall efficiency of the state preparation. The value of $p$ is mainly determined by the efficiency of the spin state preparation in $|4,4\rangle$ (see Sec. 2.1.3)
and the efficiency of the microwave transfer from $|4,4\rangle$ to $|3,3\rangle$ (see Sec. 2.1.4). Subsequently, a Raman $\pi / 2$-pulse is applied at $t=0$. The atom is therefore in a coherent balanced superposition of the two spin states, Fig. 2.9B

$$
\begin{equation*}
\left|\Psi_{\frac{\pi}{2}}(0)\right\rangle=\sqrt{p}\left[-i \sin \left(\frac{\theta}{2}\right)|\uparrow\rangle \otimes|\psi(0)\rangle+\cos \left(\frac{\theta}{2}\right)|\downarrow\rangle \otimes|\psi(0)\rangle\right] . \tag{2.29}
\end{equation*}
$$

where $\theta=\pi / 2+\delta \theta$ is the Rabi angle induced by the pulse, with $\delta \theta$ being a possible deviation from a perfect $\pi / 2$ rotation. The two components of the wave packet then evolve during a time $\tau$ in their corresponding potentials, Fig. 2.9C

$$
\begin{equation*}
\left|\Psi_{\frac{\pi}{2}}(\tau)\right\rangle=\sqrt{p}\left[-i \sin \left(\frac{\theta}{2}\right)|\uparrow\rangle \otimes\left|\psi_{\uparrow}(\tau)\right\rangle+\cos \left(\frac{\theta}{2}\right)|\downarrow\rangle \otimes\left|\psi_{\downarrow}(\tau)\right\rangle\right] . \tag{2.30}
\end{equation*}
$$

where $\psi_{\uparrow}(\tau)$ and $\psi_{\downarrow}(\tau)$ denote the wave functions after an evolution time $\tau$ in the spin-up and spin-down potentials respectively. Subsequently, at time $t=\tau$, a second $\pi / 2$-pulse with a variable control phase $\varphi_{R}$ relative to the first one, gives rise to an interference pattern, Fig. 2.9D

$$
\begin{align*}
\left|\Psi_{\frac{\pi}{2}, \frac{\pi}{2}}(\tau)\right\rangle= & \frac{-i \sqrt{p}}{2}|\uparrow\rangle \otimes\left[\sin (\theta)\left|\psi_{\uparrow}(\tau)\right\rangle+\sin (\theta) e^{-i\left(\varphi_{R}+\delta_{\mathrm{R}} \tau\right)}\left|\psi_{\downarrow}(\tau)\right\rangle\right]  \tag{2.31}\\
& +\frac{\sqrt{p}}{2}|\downarrow\rangle \otimes\left[(\cos (\theta)-1) e^{i\left(\varphi_{R}+\delta_{\mathrm{R}} \tau\right)}\left|\psi_{\uparrow}(\tau)\right\rangle+(\cos (\theta)+1)\left|\psi_{\downarrow}(\tau)\right\rangle\right]
\end{align*}
$$

where $\delta_{\mathrm{R}}$ is the Raman detuning form the $\pi$-Qubit transition in the dark, i.e. when the Raman beams are off. We finally remove all atoms in spin-up and measure the remaining population in spin-down, which reads

$$
\begin{equation*}
p_{\downarrow}=\left|\left\langle\downarrow \left\lvert\, \Psi_{\frac{\pi}{2}, \frac{\pi}{2}}(\tau)\right.\right\rangle\right|^{2}=\frac{p}{2}\left[2-\sin ^{2}(\theta)\left(1+\mathcal{V}(\tau) \cos \left(\varphi_{R}+\delta_{\mathrm{R}} \tau-\varphi(\tau)\right)\right)\right] . \tag{2.32}
\end{equation*}
$$

where $\mathcal{V}(\tau)$ and $\varphi(\tau)$ are the modulus and phase of the overlap $\left\langle\psi_{\uparrow}(\tau) \mid \psi_{\downarrow}(\tau)\right\rangle$ respectively. An example of such measurement is shown in Fig. 2.9E where it can be seen that the spin-down population follows a simple sinusoidal fringe. The fringe has visibility $\mathcal{V}(\tau)$ and phase offset $\varphi(\tau)-\delta_{\mathrm{R}} \tau$.

The overlap $\left\langle\psi_{\uparrow}(\tau) \mid \psi_{\downarrow}(\tau)\right\rangle$ is obtained by fitting Eq.(2.32) to the measured fringe. However, still one more step has to be done. In order to obtain the phase $\varphi(\tau)$, the linear phase acquired due to the Raman detuning $\delta_{\mathrm{R}} \tau$ has to be removed form the phase obtained from the fringe fit. The term $\delta_{\mathrm{R}} \tau$ is not at all negligible because $\delta_{\mathrm{R}}$ is equal to the lightshift produced by the Raman beams, which is on the order of a few MHz . This is due to the fact that $\delta_{\mathrm{R}}$ corresponds to the detuning when the raman beams are off, but the frequency of the raman beams is chosen such that it is resonant to the $\pi$-Qubit transition when they are on, to obtain the highest transfer efficiency. The measurements presented in chapter chapter 3 and chapter 4 require knowing $\varphi(\tau)$ with a precision of a fraction of a radian, over times of the order of $100 \mu \mathrm{~s}$, meaning that $\delta_{\mathrm{R}}$ needs to be known with a precision well below 1 kHz . This is actually achieved using Ramsey interferometry itself. The sequence is exactly as described in this section with the two lattice components static and in the same position (i.e. the intensity maxima of the two lattice components coincide). Since the wave packet is prepared in an eigenstate, and the potentials of the two spin components are the same, then the spin-up and spin-down components of the wave packet will remain in the eigenstate and both will acquire the same phase. Any phase accumulated by the measured fringe will then come form the Raman lightshift. An example of the accumulated phases, measured for different evolution times from a fraction of a $\mu \mathrm{s}$ up to around $50 \mu \mathrm{~s}$, is shown in Fig. 2.10.


Figure 2.10: Ramsey phase accumulation due to Raman lightshift. Besides the dynamical phase $\varphi(\tau)$, the Ramsey fringes accumulate a phase $\delta_{\mathrm{R}} \tau$ due to the Raman lightshift. (A) The blue points are the measured phases accumulated after different evolution times, exclusively due to the Raman lightshift, and the orange curve is a linear fit. (B) Same points and curve shown in A after subtracting the lilnear fit. The dashed curves and colored area represent the confidence interval of the linear fit.

### 2.2.5 Potential crosstalk compensation

In the measurements presented in Chapter 5, the $|4,4\rangle$ spin state is used to study the dynamics of the trapped wave function in a position-modulated trapping potential. The $|4,4\rangle$ state is ideal for that, since its potential doesn't depend on the relative position between the two $\sigma$-polarized lattices (see Eq.(2.10)). However, some of those measurements require a static wave function in $|3,3\rangle$ that is used as a reference to be interfered with the evolving wave function in $|4,4\rangle$. Such a reference wave function is prepared in the ground state of $|3,3\rangle$ and, therefore, remains static as long as its potential remains static as well. However, from Eqs. $(2.11,2.15)$ we know that any modulation on the position or amplitude of the $\sigma^{+}$-polarized lattice induces a modulation on the position and depth of the $U_{|3,3\rangle}$ potential. Figs. 2.11(A-C) illustrate an example where the position $x_{+}$of the $\sigma^{+}$-polarized lattice follows the trajectory shown in Fig. 2.11A with a constant amplitude. The induced modulation on the position and depth of the $U_{|3,3\rangle}$ potential is shown by the orange curves in Figs. 2.11(B,C).

The effect of the $\sigma^{+}$-polarized lattice on $U_{|3,3\rangle}$ can be actively compensated with a modulation on the position and amplitude of the $\sigma^{-}$-polarized lattice. For all the measurements presented in this thesis the amplitudes of the $\sigma^{+}$and $\sigma^{-}$lattice components are kept constant and equal between them. In that case, the position modulation induced by the $\sigma^{+}$-polarized component on $U_{|3,3\rangle}$ can be suppressed by a modulation of the phase $\phi_{-}$of the $\sigma^{-}$-polarized component ${ }^{20}$

$$
\begin{equation*}
\phi_{-}=-\arcsin \left(\frac{\phi_{+}}{7 f\left(\phi_{+}\right)}\right), \tag{2.33}
\end{equation*}
$$

where the function $f\left(\phi_{+}\right)$is a long analytical expression computed with Wolfram Mathematica [72]. An example of such compensation curve is shown as a dashed black line in Fig. 2.11B. The dashed curve is the required modulation of the $\sigma^{-}$-polarized component, according to Eq.(2.33), to suppress the orange curve that was induced by the modulation of the $\sigma^{+}$-polarized component. Such compensation only suppresses the position modulation on $U_{|3,3\rangle}$, the induced depth modulation is still present. However, a
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Figure 2.11: Motional excitations due to lattice crosstalk. Atoms initially prepared in the longitudinal ground state of $|3,3\rangle$ may be heated up when the position or intensity of the $\sigma^{+}$-polarized lattice component are modulated, see Eq.(2.11). (A) Example of a modulation on the $\sigma^{+}$-polarized lattice position $x_{+}$. (B) Position of the $U_{|3,3\rangle}$ potential (orange solid curve) induced by the modulation of the $\sigma^{+}$-polarized component shown in A. And required modulation of the $\sigma^{-}$-polarized lattice component (dashed black curve) to suppress the induced modulation of the $U_{|3,3\rangle}$ potential. (C) Depth of the $U_{|3,3\rangle}$ potential induced by the modulation shown in A. In B and C, the position of the $\sigma^{-}$-polarized lattice $x_{-}$and the intensities of both lattice components $I_{\sigma^{ \pm}}$are kept constant. (D) Measurement of the crosstalk effect on $|3,3\rangle$. Atoms are prepared in the ground state of $|3,3\rangle$. Subsequently, the position of the $\sigma^{+}$-polarized lattice component is modulated with ramps similar to the one shown in A with different durations (horizontal axis of the plot). The ground state population after the modulation is measured (vertical axis) in the case when the crosstalk compensation Eq. (2.33) is done (green squares) and when it is not done (orange circles). The orange curve corresponds to the simulated ground state population.
compensation of the depth modulation is not required since most of the motional excitations are induced by the position modulation. This can be clearly seen in the results shown in Fig. 2.11D. Atoms were prepared in the ground state of $|3,3\rangle$ and the $\sigma^{+}$lattice component was modulated with sequences similar to the one shown in Fig. 2.11A but with different durations. Finally, the ground state population on $|3,3\rangle$ was measured with the technique presented in Sec. 2.2.2. The measurement was done in two different situations: one in which the position compensation was done (green squares) and one in which no compensation was done (orange circles). It can be clearly seen that the position compensation is enough to suppress the motional excitations that are otherwise induced by the crosstalk.

# Hello atom, how do you look like? 

- Curious kid: "Hello atom, how do you look like?"
$-{ }^{133}$ Cs atom: "I don't know, give me a mirror and I will tell you."
- Curious kid: "No problem, I got one here..."


### 3.1 Introduction

Imaging is a well known concept in the field of optics. From simple pinhole imaging up to time-resolved femtosecond holographic imaging in the sub- 100 nm regime[73], a manifold of techniques have been developed to record the shape of an object in an image. Any imaging process requires some interaction with the imaged object and can, therefore, potentially disturb it. In the classical regime this generally does not pose a problem since the disturbances are typically negligible. Imaging a quantum object, on the other hand, is a different story. Extending the classical imaging to the quantum realm is a very challenging problem, since any interaction can produce substantial changes on the imaged object. Another difficulty comes from the fact that, unlike most classical objects, the exact state of a quantum object strongly depends on its environment. An atom trapped in our optical lattice potential looks different form the one freely flying inside the vacuum chamber. The answer to how does an atom looks like thus depends on the external conditions, unlike a football that looks pretty much the same in my hands, on the table or on Ronaldo's foot.

The idea of observing a quantum object dates back to Werner Heisenbeng who discussed the idea of using a microscope to observe an electron illuminated with light [38]. Since then, multiple techniques to image quantum objects have been developed and realized, including atomic density microscopy by nonlinear atomic response [41, 42], photoionization microscopy [74, 75], electron wave function measurement by angle-resolved photoemission [43], single photon holograms [44], atom-localization via position dependent Ramsey interferometry [76], recollision-based electron holography [77, 78], sequential measurement of complementary variables [45], among others. In this chapter I present a method to obtain a direct spatial image of a quantum wave packet $\psi(x, t)$ at any evolution time $t$ with high accuracy, using Ramsey atom interferometry (see Sec. 2.2.4), and present the experimental results that correspond to the single-pixel version of the method. As we will see, even though the measurements correspond to single pixel images, they carry important information of the wave function as well as the trapping potential, allowing us to directly extract the eigenenergies of the Hamiltonian as well as the decomposition of the wave function in the eigenstate basis (Sec. 3.3). Additionally, form the behaviour of the images at short times, on the order of half an oscillation period, the first four Hamiltonian moments
are obtained (Sec. 3.4).

### 3.2 Single pixel image of a quantum wave packet

The imaging method presented in this chapter provides a direct time-resolved image of an evolving quantum wave function $\psi(x, t)$. The method consists of interferometrically comparing $\psi(x, t)$ to a static reference wave function $\Phi\left(x-x_{p}\right)$ parametrized by its position $x_{p}$. The interferometric signal provides the overlap between the two wave functions

$$
\begin{equation*}
O\left(x_{p}, t\right)=\int_{-\infty}^{\infty} \mathrm{d} x \bar{\Phi}\left(x-x_{p}\right) \psi(x, t) \tag{3.1}
\end{equation*}
$$

i.e., the convolution between $\psi(x, t)$ and $\bar{\Phi}(-x)$. The recorded overlap $O(x, t)$ represents the image of the evolving wave function $\psi(x, t)$. In fact, this imaging method is reminiscent of classical optical imaging. The spacial intensity distribution $I(x, t)$ (the image) measured by an optical imaging system at a given time $t$ is given by the convolution between the intensity distribution of the object $I_{o}(x, t)$ and the point spread function of the imaging system $P(x)$ [79]

$$
\begin{equation*}
I\left(x_{p}, t\right)=\left(P * I_{o}\right)\left(x_{p}, t\right)=\int_{-\infty}^{\infty} \mathrm{d} x P\left(x_{p}-x\right) I_{o}(x, t) \tag{3.2}
\end{equation*}
$$

where $x_{p}$ is the position of the pixel in the optical detector. Comparing Eq.(3.1) to Eq.(3.2), the analogy is clear, with $O(x, t)$ being the quantum analog of an optically recorded image $I(x, t)$ and $\bar{\Phi}(-x)$ being the quantum analog of the point spread function $P(x)$.

The measurements presented in this chapter were done with the reference wave function in one single position $x_{p}=0$ and the recorded images $O\left(x_{p}=0, t\right)$ are thus simply called $O(t)$ in the rest of the chapter. The recorded images are then identified as single-pixel images, following the analogy with an optical image recorded with a single pixel. The measurements make use of the hyperfine states $\left|F=4, m_{F}=3\right\rangle$ and $\left|F=3, m_{F}=3\right\rangle$, called spin-up and spin-down in this chapter, and are coupled with a pair of Raman beams (see Sec. 2.1.5). The imaging sequence starts by preparing the atom in a motional eigenstate of the spin-down potential ${ }^{1}$. The spin-up potential (initially unpopulated) is displaced by a distance $\Delta x$ as shown in Fig. 3.1A. At $t=0$, a Raman $\pi / 2$ pulse rotates the internal state into a coherent balanced superposition of the two spin states, effectively creating a copy of the spin-down wave function (blue) in the spin-up potential (red). Importantly, the component of the wave function in the spin-down potential is an eigenstate and remains stationary up to a phase, and its shape doesn't change. On the other hand, the component of the wave function in the spin-up potential is not an eigenstate, and thus it evolves in time, swinging back and forth in the trapping potential. After a desired evolution time $t$, the overlap between the two wave functions (Fig. 3.1B) is obtained by Ramsey interferometry as described in Sec. 2.2.4. The measurement is repeated for different evolution times to obtain time-lapse single-pixel images of the evolving wave packet. Notice that the wave functions prepared in the spin-up potential correspond to displaced number states, i.e. spatially displaced eigenstates $\psi_{n, \Delta x}(x)=\psi_{n}(x-\Delta x)$, where $\psi_{n}(x)$ is the $n^{\text {th }}$ motional eigenstate. A similar measurement has been done in the past with cold ions in a harmonic potential [80].

In Fig. 3.2, some examples of the measured time-lapse single-pixel images $O(t)$ are shown. Fig. 3.2A illustrates the modulus $|O(t)|$ of the single-pixel images versus evolution time for wave packets initially
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Figure 3.1: Time-resolved single-pixel imaging. The single-pixel image $O(t)$ of an evolving wave function at any time $t$ is obtained by an interferometric comparison to a static reference wave function. (A) The atom is prepared in an eigenstate (blue) of the spin-down potential $\psi(x, t=0)$. A Raman $\pi / 2$ pulse creates a copy of it (red) in the spin-up potential, which is shifted by a distance $\Delta x$. The component in spin-up evolves over time while the component in spin-down doesn't, because it is an eigenstate. (B) After an evolution time $t$, the overlap between the two components is obtained by Ramsey interferometry, see Sec. 2.2.4. (C) The measured overlap $O(t)$ constitutes the time-resolved single-pixel quantum image of the wave function.
prepared in a displaced number state $n=0$ with $\Delta x=0.08 \lambda / 2$ (green), $n=0$ with $\Delta x=0.16 \lambda / 2$ (orange), $n=1$ with $\Delta x=0.16 \lambda / 2$ (blue) and $n=2$ with $\Delta x=0.2 \lambda / 2$ (black). Figs. 3.2(B-D) illustrate the phases $\varphi(t)=\arg (O(t))$ for $n=0$ and $n=1$. The solid black curves correspond to the theoretical expectation obtained from the simulation ${ }^{2}$ of the wave packet dynamics and shows excellent agreement with the measurements. The evolution time is given in units of $\tau_{\mathrm{HO}}$, the oscillation period in the harmonic approximation ${ }^{3}$.

The imaged wave packets correspond to motional eigenstates initially displaced by a spatial distance from the bottom of the potential. As time evolves, the wave packet swings back and forth in the trapping potential. If the potential was harmonic, the wave packet evolution would be perfectly periodic. Since our trapping potential is sinusoidal instead, the anharmonicity breaks the periodicity of the evolution. For a small initial displacement, as in the case of the green traces in Fig. 3.2A that correspond to $n=0$ with $\Delta x=0.08 \lambda / 2$, the wave packet remains close to the bottom of the potential which is nearly harmonic. In that case, the wave packet evolution is almost periodic and both modulus and phase follow a nearly sinusoidal pattern, almost as in the case of a harmonic potential (see Sec. 3.5). Moreover, the oscillation period is very close to the harmonic period, only around $4 \%$ longer. For a larger displacement, as in the case of the orange traces that correspond to $n=0$ with $\Delta x=0.16 \lambda / 2$, the effects of the anharmonicity of the trapping potential are more evident. One of them is a more substantial elongation of the oscillation period to around $9 \%$ longer than the harmonic period. The other one is the reduction of the overlap maxima after every oscillation period. This happens because the components corresponding to different motional states do not perfectly rephase after every oscillation, as opposed to the harmonic case. The time-lapse images also allow us to resolve the double-peak and triple-peak structure of the wave functions corresponding to the first and second excited states respectively. This is illustrated in Fig. 3.3 for the case of the first excited state. The wave packet has two symmetric peaks and it swings back and forth in the trapping potential Fig. 3.3A. The shape of the wave packet deforms over time due to the anharmonic
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Figure 3.2: Single-pixel time-lapse images of atomic wave packet evolution. (A) Modulus of the single-pixel image versus evolution time $|O(t)|$ for wave packets prepared in $n=0$ with $\Delta x=0.08 \lambda / 2$ (green), $n=0$ with $\Delta x=0.16 \lambda / 2$ (orange), $n=1$ with $\Delta x=0.16 \lambda / 2$ (blue) and $n=2$ with $\Delta x=0.2 \lambda / 2$ (black). The evolution time is given in units of the oscillation period $\tau_{\text {HO }}$ in the harmonic approximation of the trapping potential. Each point is measured with the sequence illustrated in Fig.3.1. The measurements were done at a trap depth of around $27 \mu \mathrm{~K}$. For clarity, the different cases are vertically shifted, where the colored horizontal lines correspond to zero. (B), (C), (D) Phases $\varphi(t)$ of the single-pixel image for a wave packet initially prepared in $n=0$ with $\Delta x=0.08 \lambda / 2$ (green), $n=0$ with $\Delta x=0.16 \lambda / 2$ (orange) and $n=1$ with $\Delta x=0.16 \lambda / 2$ (blue) respectively (same cases shown in (A) except $n=2$ ). The measurements are compared to the numerical simulation (solid black curves).
shape of the potential but the two peaks can still be clearly identified during the first oscillation, Fig. 3.3B. The different peaks observed in the recorded single-pixel image correspond to the moments when either one peak of the evolving wave packet coincides with one peak of the reference (numbered arrows 2 and $4)$ or when the two peaks coincide simultaneously (numbered arrows 1 and 5). The valley indicated by the arrow 3 correspond to the moment when the wave packet is at the farthest point from the initial position, i.e., after half an oscillation period.

### 3.3 Model-agnostic spectral decomposition

In Fig. 3.2 we have seen that the simulation of the system shows excellent agreement with the measurements. From the simulation we can certainly extract the eigenenergies and population probabilities of the wave packets, which characterize the wave packet evolution. But in this section we will see that a full simulation is not required to access that information. The energy spectrum of the trapping potential and the population probabilities of the wave function $\psi(x)$ in the basis of motional eigenstates are extracted with a simple method that doesn't rely on any predefined model. We only assume that the spectrum is discrete and that the population beyond a certain finite number of levels can be neglected.

As explained in Sec. 3.2, the atom is prepared in an eigenstate of the spin-down potential and a copy of it is produced in the spin-up potential. Therefore, at time $t=0$ the wave function in spin-up $\psi \uparrow(x, t=0)$ and the wave function in spin-down $\psi_{\downarrow}(x, t=0)$ coincide, and their expansion in the eigenstate basis of



Figure 3.3: Resolving double-peak structure of the first excited motional eigenstate. (A) Evolution of a wave packet initially prepared in the spin-up potential in a dismplaced number state with $n=1$ and $\Delta x=0.16 \lambda / 2$ (red) that swings back and forth in the trapping potential. The wave packet in spin-down is in the eigenstate $n=1$ $(\Delta x=0)$ and remains static (blue). The evolution is shown at 5 different times from $t=0$ up to one oscillation period. The two lattice potentials are only shown for $t=0$ for illustration purposes but they remain static at all evolution times. (B) Overlap between the two wave packets vs evolution time (also shown in Fig. 3.2A). The numbered arrows indicate the evolution times corresponding to the time shots shown in (A).
the spin-up potential reads

$$
\begin{equation*}
\psi_{\uparrow}(x, t=0)=\psi_{\downarrow}(x, t=0)=\sum_{n=0}^{\infty} c_{n} \psi_{n}(x), \tag{3.3}
\end{equation*}
$$

where $\psi_{n}(x)$ is the $n^{\text {th }}$ eigenstate of the spin-up potential and $c_{n} \in \mathbb{C}$. As time evolves, the spin-down wave function remains static and only acquires a global phase ${ }^{4}$

$$
\begin{equation*}
\psi_{\downarrow}(x, t)=e^{-i 2 \pi v_{m} t} \sum_{n=0}^{\infty} c_{n} \psi_{n}(x) \tag{3.4}
\end{equation*}
$$

where $m$ is the eigenstate number in which the wave function is initially prepared and $h v_{m}$ its energy with $h$ being the Planck's constant. The spin-up is not in an eigenstate and each component thus evolves according to its corresponding eigenenergy

$$
\begin{align*}
\psi_{\uparrow}(x, t) & =e^{-i \hat{\mathcal{H}} t / \hbar} \sum_{n=0}^{\infty} c_{n} \psi_{n}(x) \\
& =\sum_{n=0}^{\infty} c_{n} e^{-i 2 \pi v_{n} t} \psi_{n}(x) \tag{3.5}
\end{align*}
$$

The overlap between the spin-up, Eq.(3.4), and spin-down, Eq.(3.5), wave functions is then given by

$$
\begin{equation*}
O(t)=\sum_{n=0}^{\infty} p_{n} e^{-i 2 \pi\left(v_{n}-v_{m}\right) t} \tag{3.6}
\end{equation*}
$$
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Figure 3.4: Wave function spectral decomposition. The recorded images shown in Fig. 3.2 are here shown in (A) to (F) split in their real and imaginary components. Simultaneous fits of the real and imaginary components were done using the complex-valued function (3.6) and shown as solid black curves. The population probabilities of the atomic wave packet and eigenenergies obtained from the fits are shown in (G-I) and (J-L) respectively (orange bars). The horizontal axis corresponds to the eigenstate number with zero being the ground state. The extracted values are compared to the theoretical values obtained from the simulation (blue bars). The energies are given in units of the Harmonic frequency $v_{\mathrm{HO}}=1 / \tau_{\mathrm{HO}}$ and with respect to the energy of the ground state $v_{0}$. The energies extracted form the fit in the case of the first excited state are given with respect to $v_{1}$. To give the values with respect to the ground state energy (as plotted in L ) the value $v_{0}-v_{1}$ obtained form the simulation is subtracted form them.
where $p_{n}=\left|c_{n}\right|^{2}$ is the population probability of the $n^{\text {th }}$ eigenstate. Since the population probabilities are constant for time-independent Hamiltonians, the eigenenergies and population probabilities can be directly extracted by fitting the measured overlaps $O(t)$ with the expression in Eq.(3.6) with a finite number of terms. A simultaneous fit of the real and imaginary components has been applied to three of the measurements shown in Fig. 3.2. The measurements as well as the fits are shown in Fig. 3.4(A-F) split in their real and imaginary components. The number of eigenstates included in each fit is chosen up to the last component with a population probability above $1 \%$; for the components with a small population probability the uncertainty of the fitted frequency diverges. The extracted population probabilities are shown in Fig. 3.4(G-I) and the eigenfrequencies in Fig. 3.4(J-L), all of them showing very good agreement with the theoretical values obtained from the simulation. It can be clearly seen that for a wave packet prepared in $n=0$ with a small displacement of $\Delta x=0.08 \lambda / 2$, most of the population is within the first four eigenstates, with the highest fraction still in the ground state. For a wave packet prepared in $n=0$ with a larger displacement of $\Delta x=0.16 \lambda / 2,6$ eigenstates are populated, with the highest population fraction shifted up to the first and second excited states. In the two cases the population distribution has a shape similar to a Poisson distribution, which is the population distribution of a coherent state in a harmonic potential. In the case of a wave packet prepared in $n=1$ with a displacement of $\Delta x=0.16 \lambda / 2$, 8 eigenstates are populated and the population distribution clearly differs from the Poisson distribution.

The similarity to the population distribution of a coherent state in the case of the wave packets prepared in $n=0$ is expected due to the nearly harmonic shape of the bottom of the lattice potential. This can also be seen in the energy spectrum; the first energy levels are very close to integer multiples of $h \nu_{\text {HO }}$ but the higher levels clearly deviate from the uniform energy spacing due to the anharmonic shape of the potential away form the bottom.

In the case of wave packets prepared in $n=0$, an estimate of the width of the wave packet can be obtained form the extracted population. The ground state population is the square of the projection of the wave function into the ground state of the shifted potential, which under the harmonic approximation it is

$$
\begin{equation*}
p_{0}=e^{-\frac{\Delta \Lambda^{2}}{2 \lambda_{0}^{2}}} \tag{3.7}
\end{equation*}
$$

were $x_{0}$ is the width of the wave packet ${ }^{5}$. Using Eq.(3.7) to obtain $x_{0}$ from the extracted ground state populations shown in Figs. 3.4(G,H), a value of $x_{0}=(37.8 \pm 0.3) \mathrm{nm}$ is obtained from the measurement done at $\Delta x=0.08 \lambda / 2$ and $x_{0}=(38.3 \pm 0.3) \mathrm{nm}$ from the one done at $\Delta x=0.16 \lambda / 2$. Both values of $x_{0}$ correspond to around $8 \%$ of a lattice site and differ by less than $3 \%$ form the theoretical value.

### 3.4 Hamiltonian moments from recorded image traces

The eigenfrequencies $v_{n}$ of the Hamiltonian and the population probailities $p_{n}$ of the imaged wave function discussed in Sec. 3.3 completely characterize the evolution of the wave packet, Eq.(3.5). Alternatively, the wave packet evolution is also characterized by the Hamiltonian moments $\left\langle\hat{\mathcal{H}}^{k}\right\rangle=\langle\psi| \hat{\mathcal{H}}^{k}|\psi\rangle$, and the first two of them provide upper bounds to the rate of change of the evolving wave function, as we will see in chapter 4 . The Hamiltonian moments can be computed from $v_{n}$ and $p_{n}$

$$
\begin{equation*}
\left\langle\hat{\mathcal{H}}^{k}\right\rangle=\sum_{n=0}^{\infty} p_{n}\left(h v_{n}\right)^{k}, \tag{3.8}
\end{equation*}
$$

however, as we will see in this section, the Hamiltonian moments can also be directly extracted from the recorded images by a simple polynomial fit. Additionally, the method presented in this section has the advantage that it only requires the time-lapse single-pixel images at short evolution times (a fraction of an oscillation period) to extract the lowest order moments, as opposed to the method presented in Sec. 3.3 that requires a few oscillation periods. In this section, the first four moments are extracted from image traces recorded up to evolution times of only around half an oscillation period.

To obtain a relation between the Hamiltonian moments and the recorded images, let us expand the wave function $|\psi(t)\rangle$ over time

$$
\begin{align*}
|\psi(t)\rangle & =\left.\sum_{n=0}^{\infty} \frac{t^{n}}{n!} \frac{d^{n}}{d t^{n}}|\psi(t)\rangle\right|_{t=0} \\
& =\sum_{n=0}^{\infty} \frac{(-i t)^{n}}{n!\hbar^{n}} \hat{\mathcal{H}}^{n}|\psi(0)\rangle, \tag{3.9}
\end{align*}
$$

where the Schrödinger equation $i \hbar d|\psi(t)\rangle / d t=\hat{\mathcal{H}}|\psi(t)\rangle$ has been used for the second equality, assuming that the Hamiltonian $\hat{\mathcal{H}}$ is time independent. The overlap $O(t)$ is then obtained by projecting into the
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Figure 3.5: Direct extraction of Hamiltonian moments The Hamiltonian moments are obtained by fitting a polynomial to the recorded images at short times. The Hamiltonian moments are the coefficients of the fitted polynomials. The even order moments are obtained from the real component (A) and the odd order moments are obtained from the imaginary component (B). Here shown is an example corresponding to the wave packet prepared in $n=0$ with $\Delta x=0.45 \lambda / 2$. The measured values are shown as blue circles, the red solid curve is the fitted polynomial and the black dashed curve is the simulation.
state $\langle\psi(0)|$

$$
\begin{align*}
O(t) & =\langle\psi(0) \mid \psi(t)\rangle \\
& =\sum_{k=0}^{\infty} \frac{(-i t)^{k}}{k!\hbar^{k}}\left\langle\hat{\mathcal{H}}^{k}\right\rangle . \tag{3.10}
\end{align*}
$$

The Hamiltonian moments are thus the coefficients of the time expansion of $O(t)$. The first moments are directly obtained by fitting $O(t)$ with a polynomial fit. The real component contains the even order moments while the imaginary component contains the odd order moments. The real and imaginary components are independently fitted as in the example shown in Fig. 3.5 which corresponds to a lattice displacement of $\Delta x=0.45 \lambda / 2$. The red curves are the polynomial fits and the dashed black curves are obtained from the simulation. The method doesn't rely on any predefined model and is works for any system that evolves under a time independent Hamiltonian.

A fit like the one shown in Fig. 3.5 has been done on 34 different time-lapse images corresponding to displaced number states with different displacements from $\Delta x=0$ to $\Delta x=0.5 \lambda / 2$ and motional states $n=0, n=1$ and $n=2$. The extracted moments are shown in Fig. 3.6. The blue circles correspond to $n=0$, the orange diamonds to $n=1$ and the green triangles to $n=2$. The values of the moments obtained with this method are given with respect to the eigenenergy of the reference wave function, i.e., a frame where the reference energy (zero energy) corresponds to the energy of the eigenstate in which the reference wave function is prepared. For comparison purposes, the values in Fig. 3.6 are all given with respect to the ground state's energy. The change of energy reference is explained in Appendix A. The experimental results are compared to the numerical calculation (solid lines). The excellent agreement between the theory and experiment confirms the validity of our extraction method.

Some features of the wave packets and the trapping potential are reflected in the mean energy (first moment). In Sec. 3.3 we have seen that the width of the ground state's wave packet is a few times smaller than a lattice site. Therefore, it is expected that as the wave packet is shifted, it will move up the potential hill, and its mean energy as a function of the shift $\Delta x$ will have a shape similar to the potential.
I $\mathrm{n}=0 \quad$ I $\mathrm{n}=1 \quad$ I $\mathrm{n}=2$


Figure 3.6: Hamiltonian moments. Extracted Hamiltonian moments $\langle\hat{H}\rangle(\mathbf{A}),\left\langle\hat{H}^{2}\right\rangle(\mathbf{B}),\left\langle\hat{H}^{3}\right\rangle(\mathbf{C})$ and $\left\langle\hat{H}^{4}\right\rangle(\mathbf{D})$ obtained from the polynomial fit of the short time traces versus lattice displacement for $n=0$ (blue circles), $n=1$ (orange diamonds), and $n=2$ (green triangles). The curves correspond to the theory obtained from the simulation.

In Fig. 3.6A it can be clearly seen that the mean energy indeed follows a shape similar to the sinusoidal shape of the lattice potential. Moreover, it can be seen that the mean energy in the case $n=1$ (orange) also increases with $\Delta x$, but the energy increase is smaller. And in the case $n=2$ (green), the energy increase is even smaller. This is due to the fact that, as $n$ increases, the width of the wave packet also increases. Therefore, when the center of the wave packet is at the top of the potential, the probability distribution of a wave packet with $n=0$ is concentrated at the top but the ones corresponding to higher excited levels $(n>0)$ extend further away from the top where the potential is lower. This is also why the mean energy of the excited levels is higher when $\Delta x=0$, since a wave packet with $n=0$ is concentrated at the bottom but the higher excited levels reach higher regions away from the bottom.

### 3.5 Phase of single-pixel images

In Fig. 3.2 we have seen that the phase $\varphi(t)=\arg (O(t))$ of the single-pixel images is nearly periodic when the displacement $\Delta x$ is small, while for large displacements it accumulates an overall phase over time. Moreover, the accumulated phase may exhibit sharp jumps like the one observed in the case of a wave packet prepared in $n=0$ with $\Delta x=0.16 \lambda / 2$, inset in Fig. 3.2C. In this section I will discuss the origin of those features.

To get insight into what causes the phase accumulation, let us first look at the harmonic case. The phase of $O(t)$ in the case of a coherent state in a harmonic potential follows a sinusoidal curve $\varphi(t)=$ $\Delta x^{2} m \omega \sin (\omega t) /(2 \hbar)$ and always comes back to zero after multiples of the oscillation period, irrespective of the displacement. Some examples of the phase versus time are shown in Fig. 3.7A for coherent states
corresponding to different displacements. And the trajectories of $O(t)$ in the complex plane for the same four cases are shown in Fig. 3.7B. The solid segments correspond to the first half of the oscillation period and the dashed segment to the second half. In the zoomed in region close to the origin, shown in Fig. 3.7C, it can be seen that the trajectories may get very close to the origin but they never encircle it. This is the reason why the phase goes back to zero once the trajectory closes. On the contrary, if a trajectory went around the origin, it would acquire an extra phase of $2 \pi$ for every time it encircles the origin.

The reason why the closed trajectories of $O(t)$ corresponding to coherent states in a harmonic potential never encircle the origin, can be easily understood from a topological approach. Consider the case $\Delta x=0$. In that case the wave function is in the ground state and remains static, which means $O(t)=\langle\psi(0) \mid \psi(t)\rangle=1$ for all evolution times, i.e. the trajectory is just a point. As we continuously increase $\Delta x$, the trajectory $O(t)$ deforms continuously and acquires shapes similar to the ones shown in Fig. 3.7B. The trajectories may get close to the origin but never cross it because that would imply that for a certain value of $\Delta x$ there is a time $t$ for which $O(t)=\langle\psi(0) \mid \psi(t)\rangle=0$, i.e. the wave function at time $t$ would be orthogonal to the initial wave function. This is impossible for coherent states since the overlap between two coherent states can be arbitrarily small but never zero, irrespective of the displacement between them (see Appendix B). Therefore, irrespective of the value of the parameter $\Delta x$ the closed trajectories never encircle the origin. In other words, in the case of coherent states in a harmonic potential, the single-pixel image traces are topologically protected against phase winding.

As opposed to the harmonic case, the phase of the single-pixel images of wave packets in the lattice potential may not come back to zero after every multiple of the oscillation period but rather wind up as time evolves. Fig. 3.7D shows the simulated phases for wave packets in the lattice potential, prepared in $n=0$ with $\Delta x=0.08 \lambda / 2$ and $\Delta x=0.16 \lambda / 2$ (same curves shown in Fig. 3.2(B,C) next to the measurement). Their trajectories in the complex plane are shown in Fig. 3.7E. For illustration purposes, the first oscillation period is shown as a solid curve, the second as a dashed curve and the third one as a dotted curve. Clearly, for $\Delta x=0.08 \lambda / 2$ the trajectory doesn't encircle the origin and the phase doesn't wind up. On the other hand, for $\Delta x=0.16 \lambda / 2$ the trajectory in the complex plane encircles the origin three times (once in the second oscillation and twice in the third oscillation), and the phase indeed winds up by three times $2 \pi$. This means that the topological protection against phase winding is not present in the lattice potential.

By now we have seen that in the lattice potential, after the first few oscillation periods $O(t)$ encircles the origin when $\Delta x$ is large and it doesn't encircle the origin when $\Delta x$ is small. But a natural question arises at this point: in the case of a small $\Delta x$, will the trajectory eventually go around the origin if we wait long enough? And the answer is: no, if more than $50 \%$ of the population is in one single eigenstate. To see why this is the case, consider Eq.(3.6) in the case that the wave packet has more than $50 \%$ of the population in one eigenstate, i.e. $p_{k}>0.5$ for some $k \in \mathbb{N}$. Then ${ }^{6}$

$$
\begin{align*}
O(t) & =\sum_{n=0}^{\infty} p_{n} e^{-i 2 \pi\left(v_{n}-v_{k}\right) t} \\
& =p_{k}+\sum_{n \neq k} p_{n} e^{-i 2 \pi\left(v_{n}-v_{k}\right) t} \\
& =p_{k}+r \tag{3.11}
\end{align*}
$$
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Figure 3.7: Phase accumulation of single-pixel image traces. (A) Phase $\varphi(t)$ of the single-pixel image traces $O(t)$ of coherent wave packets in a harmonic potential for different displacements $\Delta x$ (obtained from simulation). (B) Trajectories followed by $O(t)$ in the complex plane for the same cases shown in A. The solid curves correspond to the first half of the oscillation period and the dashed curves to the second half. (C) Zoom in on the region close to the origin of the plot in B. The trajectories get arbitrarily close to the origin but never go around it. (D) Phase $\varphi(t)$ of the single-pixel image traces in the lattice potential for $n=0$ with $\Delta x=0.08 \lambda / 2$ (orange) and $\Delta x=0.16 \lambda / 2$ (blue) over approximately three oscillation periods (obtained from simulation). (E) Trajectories followed by $O(t)$ in the complex plane for the same cases shown in D . The colored background circles illustrate the area that must contain the the trajectories of $O(t)$ according to Eq.(3.11). The solid segments of the curves correspond to the first oscillation period, the dashed segments correspond to the second period, and the dotted segments to the third period. (F) Zoom in on the region close to the origin of the plot in E. From E and F it is clear that for $\Delta x=0.08 \lambda / 2$, the trajectory never encircles the origin. For $\Delta x=0.16 \lambda / 2$, in the first period the trajectory doesn't encircle the origin, in the second period it encircles it once and in the third period it encircles it twice. The accumulated phase shown in D winds up by a factor of $2 \pi$ radians for every time that $O(t)$ encircles the origin in the complex plane. And a sharp jump of $\pi$ radians is observed when the trajectory of $O(t)$ in the complex plane passes close to the origin (red segment in D and F).
where $r$ is a complex number with modulus $|r| \leq 1-p_{k}<0.5$ (from triangle inequality). Therefore, the trajectory has to be inside the circle with center at $p_{k}>0.5$ and radius $|r|<0.5$, which doesn't contain the origin. Two examples of the circles defined by Eq.(3.11) are represented by the colored background in Fig. 3.7E for wave packets in the lattice potential with $\Delta x=0.08 \lambda / 2$ (orange) and $\Delta x=0.16 \lambda / 2$ (blue). In the case $\Delta x=0.08 \lambda / 2$, the ground state population is above $50 \%$, therefore, the trajectory cannot reach the origin and thus cannot encircle it. On the other hand, for $\Delta x=0.16 \lambda / 2$ the maximum
population is below $50 \%$ and can (but doesn't have to) encircle the origin. Note that this also means that $p_{k}>0.5$ is a sufficient (but not necessary) condition to have no phase winding. In fact, since the trajectory has to be inside the circle defined by Eq.(3.11), the phase is bounded by

$$
\begin{equation*}
|\varphi(t)| \leq \arcsin \left(\frac{1-p_{k}}{p_{k}}\right) \text { when } 0.5 \leq p_{k} \leq 1, \tag{3.12}
\end{equation*}
$$

at all evolution times (Appendix C). Moreover, note that Eq.(3.12) is valid for any trapping potential, since Eq.(3.11) is independent of the potential.

Another feature that can be easily understood from the trajectories in the complex plane is the possible discontinuities in $\varphi(t)$. If the trajectory of $O(t)$ in the complex plane crosses the origin, the phase suffers a discontinuous jump of $\pi$ radians. If the trajectory passes close to the origin, the phase is not mathematically discontinuous but still has a very abrupt increase or decrease of $\pi$ radians. This is observed in the case corresponding to $n=0$ with $\Delta x=0.16 \lambda / 2$ at $t \approx 2.6 \tau_{\mathrm{HO}}$ highlighted as a red segment in its phase, Fig. 3.7D, and its trajectory in the complex plane, Fig. 3.7F. This can also be observed in the measurement corresponding to the same parameters (see inset in Fig. 3.2C).

### 3.6 Outlook

In this chapter we have seen that a lot of information can be extracted from the images recorded with the reference wave function restricted to a single position, i.e. Eq.(3.1) restricted to one fixed value of $x_{p}$. An $N$-pixel version of the measurement can be done by repeating the single-pixel measurement $N$ times, with the reference wave function placed at $N$ different positions $x_{i}$ with $i \in[1: N]$ and $x_{i+1}-x_{i}=\delta x$ for some chosen spacing $\delta x$. In that case, the wave function $\psi(x, t)$ can be reconstructed at the $N$ discrete positions $\psi_{i}(t):=\psi\left(x_{i}, t\right)$ at any desired evolution time $t$. Let the reference wave function be $\Phi(x)$ and let $\Phi_{j, i}:=\Phi\left(x_{i}-x_{j}\right)$. The measured overlap is then given by the discrete version of Eq.(3.1)

$$
\begin{align*}
O_{j}(t) & =\int_{-\infty}^{\infty} \mathrm{d} x \bar{\Phi}\left(x-x_{j}\right) \psi(x, t) \\
& \approx \sum_{i=1}^{N} \bar{\Phi}\left(x_{i}-x_{j}\right) \psi\left(x_{i}, t\right) \delta x^{2} \\
& =\sum_{i=1}^{N} \bar{\Phi}_{j, i} \psi_{i}(t) \delta x^{2} \tag{3.13}
\end{align*}
$$

which we can write as

$$
\begin{equation*}
\vec{O}(t)=\bar{P} \vec{\psi}(t) \tag{3.14}
\end{equation*}
$$

where $\vec{O}(t)=\left(O_{1}(t), \ldots, O_{N}(t)\right)$ is the vector of measured overlaps, $\vec{\psi}(t)=\left(\psi_{1}(t), \ldots, \psi_{N}(t)\right)$ is the imaged wave function vector and $P$ is the matrix with elements $\delta x^{2} \Phi_{j, i}$. If the matrix $P$ is invertible, then the imaged wave function is computed from the measured overlaps as

$$
\begin{equation*}
\vec{\psi}(t)=\bar{P}^{-1} \vec{O}(t) . \tag{3.15}
\end{equation*}
$$

This way, the whole dynamical evolution can be imaged with the proposed method.
In Sec. 3.5 we have seen that the trajectories of the single-pixel image traces in the complex plane in the case of coherent states in a harmonic potential never wind up around the origin. In fact, we have seen that the trajectories are topologically protected against winding. On the other hand, in the case of wave
packets in the lattice potential the trajectories may wind up after a few oscillation periods. Some natural questions arise from this observation: Is the topological protection against winding also present in some anharmonic potentials or only in the harmonic potential? When there is non-zero winding, is it possible to define a winding number associated to each trajectory? For which type of trapping potentials can a winding number be defined? Can we observe topological phase transition between winding numbers with the method presented in this chapter? A clear difficulty in defining a winding number is the fact that the trajectories have to be closed, otherwise the winding number is not well defined. But these are all interesting questions that we are planning to investigate in the future.

## chapter 4

## How fast am I allowed to drive Mr. Heisenberg?

\author{

- ${ }^{133}$ Cs atom: "Mr. Heisenberg, How fast can I drive?" <br> - Werner Heisenberg: "That depends on how well you know yourself my friend."
}


### 4.1 Introduction

We all remember the famous Heisenberg uncertainty principle form our first course on quantum mechanics. Specially its two most common versions: the position-momentum uncertainty relation $\Delta p \Delta x \geq \hbar / 2$ and the energy-time uncertainty relation $\Delta E \Delta t \geq \hbar / 2$. Werner Heisenberg came out with these results in 1927 [38] from his analysis on the observation of an electron with light. A more general result was derived by Robertson in 1929 [81], for any pair of observables $\Delta O_{1} \Delta O_{2} \geq\left|\left\langle\left[O_{1}, O_{2}\right]\right\rangle\right| / 2$ where $\Delta O^{2}=\langle\psi| O^{2}|\psi\rangle-\langle\psi| O|\psi\rangle^{2}$ is the standard deviation of the observable $O$ associated to the quantum state $\psi$. Heisenberg's position-momentum relation is clearly a case of Robertson's result, since $p$ and $x$ are both observables, and the relation is valid for any quantum state. On the other hand, the energy-time relation cannot be directly generalized to any quantum state using Roberstson's result because time is not an observable. In fact, even nowadays the energy-time uncertainty relation sometimes creates confusion because time and energy are wrongly regarded as a pair of canonical variables [82, 83] giving rise to situations where $\Delta t$ doesn't have a concrete meaning.

An alternative to Heisenberg's energy-time uncertainty relation, valid for any quantum system, was proposed by two Soviet physicists, Leonid Mandelstam and Igor Tamm (here called MT bound) [27]

$$
\begin{equation*}
|\langle\psi(0) \mid \psi(t)\rangle| \geq \cos \left(\frac{\Delta E t}{\hbar}\right) \quad \text { for } \quad t \in\left[0, \tau_{\mathrm{MT}}\right] \tag{4.1}
\end{equation*}
$$

where $\psi(t)$ is the wave function at time $t$ evolving under a Hamiltonian ${ }^{1} \mathcal{H}$, and $\tau_{\mathrm{MT}}:=\pi \hbar /(2 \Delta E)$ is the minimum time to reach an orthogonal state according to the MT bound. The inequality has a clear interpretation: given an evolution time $t$, it sets a bound to the minimum overlap between the initial and the evolved wave functions. Later, Norman Margolus and Lev B. Levitin proposed a similar inequality (here called ML bound) with the same interpretation [28]

$$
\begin{equation*}
|\langle\psi(0) \mid \psi(t)\rangle| \geq \cos \left(\sqrt{\frac{\pi E t}{2 \hbar}}\right) \quad \text { for } \quad t \in\left[0, \tau_{\mathrm{ML}}\right] \tag{4.2}
\end{equation*}
$$

[^15]where $E=\langle\mathcal{H}\rangle$ is the mean energy measured with respect to the ground state's energy, and $\tau_{\mathrm{ML}}:=$ $\pi \hbar /(2 E)$ is the minimum time to reach an orthogonal state according to the ML bound.

Experimental demonstrations of the MT and ML bounds have been done in the past for systems that can be effectively reduced to a two-level system [40, 84, 85]. In this chapter, our results on the experimental verification of the bounds in a multi-level system are presented. To our knowledge, this is the first demonstration of the bounds beyond effective two-level systems. This way we have given more value to the bounds by extending their validation towards more complex systems. This is relevant for quantum technologies, that rely on systems that typically make use of a higher number of states than a simple two level system. The platform used to realize the measurements consists of a single atom trapped in a static optical lattice potential, with the atom initially prepared in a displaced number state i.e. an eigenstate spatially displaced by some desired distance (between zero an one lattice site). Verifying the MT and ML bounds requires measuring the overlap $O(t)=\langle\psi(0) \mid \psi(t)\rangle$, as well as the energy spread and mean energy of the wave function. The overlap $O(t)$ corresponds to the interferometric single-pixel image of the evolving wave packet discussed in Chapter 3, while the energy spread and the mean energy are extracted from the behaviour of $O(t)$ in the limit of small times, with a method similar to the one used to obtain the Hamiltonian moments ${ }^{2}$ in Chapter 3. As expected, we have found that the evolving wave packets satisfy the unified bound. Moreover, a crossover from a region where the MT bound is more restrictive to a region where the ML bound is more restrictive is observed, Fig. 4.1. The crossover is only observed when the wave packet has an energy spread higher than its mean energy, $\Delta E>E$. In that case, the wave packet evolution is limited by the MT bound at evolution times below the crossover time $\tau_{c}:=\tau_{\mathrm{MT}}^{2} / \tau_{\mathrm{ML}}$, while at longer times it is limited by the ML bound, Fig. 4.1A. If $E>\Delta E$, on the other hand, the wave packet evolution is limited by the MT bound at all evolution times within the region of applicability, i.e. up to the orthogonalization time $\tau_{\mathrm{MT}}$, Fig. 4.1B.


Figure 4.1: Crossover between Mandelstam-Tamm and Margolus-Levitin bounds. Illustration of the bound imposed by the MT and ML bounds. The blue and orange curves represent the minimum overlap allowed by the MT and ML bounds respectively. The blue and orange backgrounds distinguish the time region where either the MT or the ML bound is more restrictive respectively. (A) If $\Delta E>E$, the MT bound is more restrictive up to the crossover time $\tau_{c}$ while the ML bound is more restrictive at times beyond the crossover. (B) If $E>\Delta E$, the MT bound is more restrictive at all times.

The MT bound can be alternatively written in terms of the Fubini-Study metric $[86,87], \mathcal{D}[\psi(0), \psi(t)]:=$ $\arccos |\langle\psi(0) \mid \psi(t)\rangle|$ as

$$
\begin{equation*}
\mathcal{D}[\psi(0), \psi(t)] \leq \frac{\Delta E t}{\hbar} \quad \text { for } \quad t \in\left[0, \tau_{\mathrm{MT}}\right] \tag{4.3}
\end{equation*}
$$

[^16]And equivalently, the ML bound can be written as

$$
\begin{equation*}
\mathcal{D}[\psi(0), \psi(t)] \leq \sqrt{\frac{\pi E t}{2 \hbar}} \quad \text { for } \quad t \in\left[0, \tau_{\mathrm{ML}}\right] \tag{4.4}
\end{equation*}
$$

The Fubini-Study metric provides a measure of the distance between the two states $\psi(0)$ and $\psi(t)$. This way, the inequalities impose a limit on the maximum distance between the initial and final states (Fig. 4.2A), in other words they impose a maximum speed limit of quantum evolution. Interestingly, it has been proved that the actual path length covered by a quantum state over an evolution time $t$ is always $\ell(t)=\Delta E t / \hbar$ [30], which happens to be equal to the maximum distance between $\psi(0)$ and $\psi(t)$ according to the MT bound Eq.(4.3). This could lead to the wrong conclusion that the MT bound is always saturated. To clarify this, it is important to distinguish between the total path length and the distance between the initial and final states, as illustrated in Fig. 4.2B. Both $\psi_{1}$ and $\psi_{2}$ follow trajectories with a path length equal to $\ell(t)$, but $\psi_{1}$ reaches a longer distance between initial and final states. With this at hand, the MT bound can be written in geometric terms as $\mathcal{D}[\psi(0), \psi(t)] \leq \ell(t)$, i.e. the maximum distance between the initial and final states cannot be larger than the path length $\ell(t)$. This brings us to another important question covered in this chapter: how close is the evolution of the system to the fundamental speed limit. Or in other words, how close is $\mathcal{D}[\psi(0), \psi(t)]$ form $\ell(t)$ ? This question is important if you want to improve the performance of a quantum system by speeding up the required operations, since it will tell you how much room for improvement is potentially available. In this chapter, the deviation from the MT bound is quantified for wave packets prepared in 34 different initial states. We have found that as $\Delta E$ increases, the deviation decreases and converges to a small value, meaning that the wave packet evolves at a rate close to the limit imposed by the MT bound even though multiple levels are populated. This is in contrast with the intuitive but wrong idea that the MT bound is only meaningful for effective two-level systems and quickly deviates from the actual evolution rate (providing absurdly small values) as soon as many levels are populated. Such wrong idea arises from the fact that the MT and ML bounds have been proved to be saturated only by effective two-level systems [39]. A strong deviation from the bounds is observed in some systems as we will see in chapter 5, but the results in this chapter show that this is not always the case.


Figure 4.2: Fubini-Study metric. (A) The Fubini-Study metric provides a measure of the distance between two quantum states. (B) The quantum state $\psi_{1}$ evolves along the black curve while $\psi_{2}$ evolves along the blue curve. The path length is $\ell(t)$ in both cases but the distance between initial and final states is shorter for $\psi_{2}$.
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#### Abstract

Quantum mechanics sets fundamental limits on how fast quantum states can be transformed in time. Two well-known quantum speed limits are the Mandelstam-Tamm (MT) ${ }^{1}$ and the MargolusLevitin (ML) ${ }^{2}$ bounds, which relate the maximum speed of evolution to the system's energy uncertainty and mean energy, respectively. Here, we test concurrently both limits in a multi-level system by following the motion of a single atom in an optical trap using fast matter wave interferometry. Our data reveal two different regimes: one where the MT limit constrains the evolution at all times, and a second where a crossover to the ML limit is manifested at longer times. We take a geometric approach to quantify the deviation from the speed limit, measuring how much the matter wave's quantum evolution deviates from the geodesic path in the Hilbert space of the multi-level system. Our results, establishing quantum speed limits beyond the simple two-level system, are important to understand the ultimate performance of quantum computing devices and related advanced quantum technologies ${ }^{2,3}$.


Introduction.-The celebrated energy-time uncertainty relation was given a rigorous interpretation by Mandelstam and Tamm (MT) as a lower bound on the time it takes a quantum system to evolve into a different state ${ }^{1}$. A second independent bound was formulated by Margolus and Levitin (ML) in terms of the mean energy relative to the ground state ${ }^{2}$. The maximum of these two times provides a unified bound for the quantum speed limit ${ }^{4-6}$.

In the simplest scenario of a two-level system (qubit), both limits yield the same minimum time to reach an orthogonal state, which is the Rabi flopping time. The same holds for systems that can be effectively mapped onto two-level Hamiltonians, as was demonstrated by previous experimental investigations ${ }^{7-9}$. However, devices for quantum simulation and information processing rely on a far greater number of states, and often include a nonvanishing coupling to the continuum. It is therefore essential to test quantum speed limits beyond the restricted Hilbert space of a qubit.
In this work, we study quantum speed limits in a clean manifestation of a multi-level system - a single atom in a potential well of finite depth. The potential supports many bound states, yet at the same time it possesses a continuum of free-particle states, which allow the atom to leave the trap. Using a fast excitationinterrogation scheme, we investigate the ideal case of a time-independent Hamiltonian $\hat{H}$, where the quantum dynamics originates from an initial motional excitation of the atom - a matter wave. In the limit of small excitations, we recover the qubit case, where the quantum evolution involves mainly two states. However, by increasing the excitation extent, we depart from this limit in a well-controlled manner to probe the multi-level contribution, up to the point that the atom populates mostly

[^17]unbound states in the continuum. Our measurements reveal that both speed limits provide relevant bounds on the system's quantum dynamics. This result is in stark contrast to the case of a driven multi-level system, where the MT bound yields an excessively short time scale ${ }^{10}$.

The MT bound constrains ${ }^{11-13}$ the two-time state overlap $|\langle\psi(0) \mid \psi(t)\rangle|$ from below by means of the energy uncertainty $\Delta E$,

$$
\begin{equation*}
|\langle\psi(0) \mid \psi(t)\rangle| \geq \cos \left(\frac{\Delta E t}{\hbar}\right) \tag{1a}
\end{equation*}
$$

in the domain $0 \leq t \leq \tau_{\mathrm{MT}} \equiv \pi \hbar /(2 \Delta E)$. Here, $\tau_{\mathrm{MT}}$ is the MT orthogonalization time, i.e., the minimum duration for the evolved state to become orthogonal to the initial one. The energy uncertainty follows ${ }^{14}$ the conventional definition $\Delta E^{2}=\left\langle\hat{H}^{2}\right\rangle-\langle\hat{H}\rangle^{2}$.

The ML bound, on the other hand, constrains ${ }^{4}$ the two-time state overlap from below by the mean energy $E=\langle\hat{H}\rangle$,

$$
\begin{equation*}
|\langle\psi(0) \mid \psi(t)\rangle| \geq \cos \left(\sqrt{\frac{\pi E t}{2 \hbar}}\right) \tag{1b}
\end{equation*}
$$

in the domain $0 \leq t \leq \tau_{\mathrm{ML}} \equiv \pi \hbar /(2 E)$, with the ground state energy chosen to be zero. Similarly, $\tau_{\text {ML }}$ represents the minimum orthogonalization time according to the Margolus-Levitin bound.

The left-hand side of Eqs. (1a) and (1b) can be understood as a measure of the change of the time-evolved quantum state with respect to the original one. In fact, the two-time state overlap relates directly to the distance covered by the quantum state as measured by the Fubini-Study (FS) metric in the projective Hilbert space $^{15}, \mathcal{D}[\psi(0), \psi(t)] \equiv \arccos |\langle\psi(0) \mid \psi(t)\rangle|$. This definition of distance allows interpreting the two inequalities as bounds on the quantum state's rate of change, i.e., as quantum speed limits.


Figure 1. Fast matter wave interferometry for testing quantum speed limits (a) Illustration of the RamanRamsey measurement technique: (i) At $t=0$, the atom is placed in a superposition of $|\uparrow\rangle$ and $|\downarrow\rangle$ states, each subject to a different periodic potential, $U_{\uparrow}$ and $U_{\downarrow}$. (ii) The atom with $|\uparrow\rangle$, initially displaced by $\Delta x$ from the trap center, slides downhill and concurrently deforms by the anharmonicity of its potential. The atom with $|\downarrow\rangle$ is in a vibrational eigenstate ( $n=0$ in this example), which remains unchanged. (iii) The probability of occupying $|\downarrow\rangle$ is measured as a function of the control Ramsey phase $\varphi_{R}$. The quantum states are displayed on the right-hand side up to a normalization factor. (b) Ramsey fringes measured as a function of $\varphi_{R}$ for two selected evolution times, 300 ns and $2.2 \mu \mathrm{~s}$, with $\Delta x=0.2 \lambda / 2$. Solid lines are cosine functions fitted to the data, with shades denoting the 1- $\sigma$ confidence regions. Data points are normalized to account for atom losses (5 \%), and error bars mark the standard error. (c) Fringe phase tracked as a function of time. Circled points correspond to the fringes displayed in (b). Solid line is a fifth-order polynomial fit containing only odd-power terms ${ }^{16}$, used to extract $E$ based on Eq. (2).

Fast matter wave interferometry. - The basic idea of our experiment is as follows. We start with an atom in the vibrational level $n$ of an optical trap (Appendix A), and then suddenly displace the trap minimum by a distance $\Delta x$. Subsequently, we let the atom slide down the potential hill, and after a time $t$, we use fast matter wave interferometry to measure how far its quantum state has evolved.

Our interferometry technique is illustrated in Fig. 1(a). At $t=0$, we put the atom in an equal superposition of two internal states, $|\uparrow\rangle$ and $|\downarrow\rangle$, using a fast Raman pulse (Appendix B). Each spin state is subject to a different
potential ${ }^{17}, U_{\uparrow}$ and $U_{\downarrow}$ (Appendix C). The atom in state $|\uparrow\rangle$ experiences a $\Delta x$-displaced potential, as described above. Conversely, the atom in state $|\downarrow\rangle$ is maintained unchanged (up to a global phase) in the vibrational eigenstate $n$ of its trapping potential, where it is originally prepared ${ }^{18}$ before applying the Raman pulse. Thus, by such a splitting of the matter wave, we effectively create two copies of the same state, where one undergoes the intended downhill evolution, and the other remains stationary, serving as a reference for the state at $t=0$.

After a given evolution time $t$, we let the two copies interfere with each other by applying a second fast Raman pulse, akin to a Ramsey interrogation scheme. Crucially, both Raman pulses must be much shorter than the time scale for the quantum state evolution, $\max \left\{\tau_{\mathrm{MT}}, \tau_{\mathrm{ML}}\right\}$, which we anticipate to be in the microsecond range. In the experiment, we achieve pulse durations as short as 45 ns , thus ensuring that their action is nearly instantaneous and not affected by the trapping potential.

With this fast interrogation technique, we obtain all three quantities needed to test Eqs. (1a) and (1b): the two-time state overlap $|\langle\psi(0) \mid \psi(t)\rangle|$ as a function of time $t$, the mean energy $E$, and the energy uncertainty $\Delta E$. To this purpose, we record the probability, $p_{\downarrow}$, to find the atom in state $|\downarrow\rangle$ as a function of the Ramsey control phase $\varphi_{R}$, i.e., the relative phase between the first and second pulse. This measurement yields a typical Ramsey fringe [Fig. 1(b)], characterized by a visibility $\mathcal{V}(t)$ and a phase $\varphi(t)$ (Appendix D). Importantly, these two quantities combined yield the complex-valued overlap integral, $\langle\psi(0) \mid \psi(t)\rangle=\mathcal{V}(t) \exp \left\{-i\left[\varphi(t)+E_{n} t / \hbar\right]\right\}$, where $E_{n}$ is the energy of the stationary state $n$, with the ground state energy chosen to be zero $\left(E_{0} \equiv 0\right)$. Thus, the visibility directly gives us the two-time state overlap, i.e., the first of the three quantities to be measured.

We obtain $E$, the second quantity to be measured, from the phase of the Ramsey fringe, $\varphi(t)$, by expanding it for short times ${ }^{19}$,

$$
\begin{equation*}
\varphi(t)=\left(E-E_{n}\right) t / \hbar+O\left(t^{3}\right) \tag{2}
\end{equation*}
$$

and knowing the energies $E_{n}$ from sideband spectroscopy measurements ${ }^{18}$. Hence, tracking the phase evolution for short times, we extract $E$ from the linear term of a fifthorder polynomial fit [Fig. 1(c)].

From the short-time expansion of the visibility ${ }^{13}$, we obtain the third quantity to be determined, $\Delta E$ :

$$
\begin{equation*}
\mathcal{V}(t)=1-(\Delta E t / \hbar)^{2} / 2+O\left(t^{4}\right) \tag{3}
\end{equation*}
$$

This expansion establishes a relation between the shorttime evolution and $\Delta E$, which is well recognized in the literature on the quantum Zeno effect ${ }^{20}$. It is important to underline that the MT bound of Eq. (1a) is a statement about the quantum evolution speed that, unlike Eq. (3), is not constrained to the short-time limit.

Testing quantum speed limits.-In Fig. 2 we present three representative data sets of the two-time state overlap, with $n=0$ and initial displacements $\Delta x$ set to (a)


Figure 2. Quantum speed limits in a multi-level quantum system. Measured two-time state overlap vs evolution time for three displacements $\Delta x$ from the trap center. The initial state is chosen with $n=0$. Colored regions are those excluded by the MT (pink) and ML (yellow) bounds. The crossover time between the two speed limits is marked by $\tau_{c}$. A sixth-order polynomial containing only even-power terms ${ }^{16}$ is fitted to the data points (solid line), from which we extract $\Delta E$ using Eq. (3). Shades around lines represent the 1- $\sigma$ confidence region. Note that the $x$-axis domain extends up to $\tau_{\mathrm{MT}}$, whose value differs in each panel.
$0.04 \lambda / 2$, (b) $0.08 \lambda / 2$, and (c) $0.16 \lambda / 2$. Comparing the three data sets, we find that the two-state overlap drops at a faster rate for increasing values of $\Delta x$, meaning that the matter wave departs from its original state at a higher speed for increasingly larger excitations. We compare the data points to the lower bounds as predicted by the MT and ML speed limits in Eqs. (1a) and (1b). The regions excluded by the two bounds are hatched in different colors. The remaining region is the one allowed by the unified bound, defined by the maximum of the two limits. From this comparison, we make two important observations. The first is that all data points fall within the allowed region, thus giving the first experimental confirmation of the unified bound. Deviations from this bound are quantitatively studied below. The second observation is that a crossover between the two limits is manifested in panels (a) and (b): The two-time state overlap is bounded from below by the MT bound for short times $\left(t<\tau_{c}\right)$ and by the ML for longer times $\left(t>\tau_{c}\right)$.

Quantum-speed-limit crossover.-To research the condition and origin of this crossover, we test a wide spectrum of experimental conditions, leveraging the great degree of control and flexibility of our setup: The potential exerted onto the atom originates from an optical lattice. The lattice has a period of $\lambda / 2=433 \mathrm{~nm}$ and is sufficiently deep to suppress tunneling between adjacent sites when the atom populates the low energy states (Appendix C). The initial displacement can be controlled with sub-nanometer precision over the full range, $0<\Delta x \leq 0.5 \lambda / 2$. We excite mostly bound states for $\Delta x \ll \lambda / 2$ and, vice versa, mostly unbound states in the continuum for $\Delta x$ at around $0.5^{\lambda / 2}$. Large displace-
ments, $\Delta x>0.25^{\lambda} / 2$, allow us, in particular, to test the speed limit for a nonharmonic potential, where the curvature of the potential is inverted. Furthermore, we vary the type of excitation by choosing the shape of the initial atomic wave packet to have $n=\{0,1,2\}$ nodes along the direction of the motional excitation. Since states with $n>0$ differ starkly from Gaussian-like states, their quantum evolution is substantially different from that of semiclassical matter waves.

We examine 34 combinations of parameters, and record for each of them a data set as those shown in Fig. 2. Inspecting individually each data set shows that the vast majority are bounded by the MT limit only. However, in a few cases, a crossover to the ML bound is manifested at longer times, as exemplified in panels (a) and (b). To explain the crossover condition, we display in Fig. 3 the extracted energy uncertainty $\Delta E$ and mean energy $E$, in terms of the reciprocal of the MT and ML orthogonalization times. The inset highlights cases where the crossover is clearly visible. As revealed by the diagram, the crossover between Eqs. (1a) and (1b) occurs when the orthogonalization times satisfy the condition $\tau_{\mathrm{MT}}<\tau_{\mathrm{ML}}$. The region defined by this condition is identified in the diagram by shades of color, with the color representing the crossover time, $\tau_{c}=\tau_{\mathrm{MT}}^{2} / \tau_{\mathrm{ML}}\left(0<\tau_{c}<\tau_{\mathrm{MT}}\right)$. We call this the ML regime, since the quantum state evolution is constrained by the ML bound for $t>\tau_{c}$. Conversely, we call $\tau_{\mathrm{MT}}>\tau_{\mathrm{ML}}$ the MT regime, since the evolution is solely constrained by the MT bound for all times.

To obtain insight into the origin of the crossover, we gather the points in three different groups according to the quantum number $n$. Remarkably, the points falling in ML region are only those with $n=0$, and in particular


Figure 3. Quantum-speed-limit crossover. Measured orthogonalization times, $\tau_{\mathrm{ML}}$ and $\tau_{\mathrm{MT}}$, displayed through their reciprocals, with $n$ the quantum number characterizing the initial wave packet shape. Shades in color identify the ML regime, where a crossover manifests at time $\tau_{c}$, as opposed to the MT regime, where no crossover occurs. Inset highlights data points in the ML regime. Points number 3, 5, 9 from the left of the series with $n=0$ correspond to panels (a), (b), and (c) of Fig. 2. Solid lines show the expected curves computed with no free fitting parameter by numerical diagonalization of $\hat{H}$. The limiting case of a qubit (dashed line) and of a coherent excitation (dotted line) are also shown. Values are expressed in units of the reciprocal of the trap oscillation period, which is around $16 \mu \mathrm{~s}$.
those in the limit $\tau_{\mathrm{MT}}^{-1} \lesssim \tau_{\mathrm{HO}}^{-1}$, where $\tau_{\mathrm{HO}} \equiv 2 \pi / \omega_{\mathrm{HO}}$ is the trap oscillation period in the harmonic approximation. This limit corresponds to small initial excitations, $\Delta E \lesssim \hbar \omega_{\mathrm{HO}}$, when only very few levels are involved: mainly the original vibrational level $n$ and with a small probability the additional levels $n \pm 1$ (or only level 1 when $n=0$ ). To understand why this limit falls in the ML regime, it is sufficient to consider the limiting case of a qubit subject to a static Hamiltonian. Representing the qubit as a spin precessing around a fixed axis at frequency $\omega_{\mathrm{HO}} /(2 \pi)$, one finds it always in the ML regime, as long as the lower level is more populated than the upper level (Appendix G).

By contrast, for large excitations, the distribution of the many excited levels is highly localized as a function of energy $(\Delta E<E)$, yielding an evolution in the MT regime $\left(\tau_{\mathrm{MT}}>\tau_{\mathrm{ML}}\right)$. An example interpolating the two limiting cases of small and large excitations is obtained by considering a coherent excitation in a harmonic potential (dotted line), where the population of the vibrational levels follows a Poisson distribution. Notably, this curve fits well only the $n=0$ series for sufficiently small excitations. Its failure to fit the rest of the data reveals that the matter waves tested here include but are not limited to the semiclassical case of coherent excitations.

Deviation from the speed limit.-To gain insight into the mechanisms leading to deviations from the speed limit, we specifically consider the MT bound because it applies to both regimes. For a quantitative analysis, we take a geometric point of view, as proposed by Anandan and Aharonov ${ }^{13}$, which relies on the FS metric as a measure of the distance between states in Hilbert space. They showed that the length of the path traced by the time-evolved state equals $\ell(t) \equiv \pi t /\left(2 \tau_{\mathrm{MT}}\right)$. On the other hand, the length of the shortest path (geodesic) connecting the initial state to that at time $t$ amounts to the FS distance between the two states, $\ell_{\text {geo }}(t) \equiv \mathcal{D}[\psi(0), \psi(t)]$. The MT bound in Eq. (1a) can be expressed as $\ell(t) \geq$ $\ell_{\text {geo }}(t)$, which has a clear geometrical interpretation the MT bound is saturated only when the system evolves along a geodesic ${ }^{21}$. Using the definition of $\mathcal{D}$ and the expansion in Eq. (3), we express the geodesic length as a series of powers of $t / \tau_{\mathrm{MT}}$ :

$$
\begin{equation*}
\ell_{\mathrm{geo}}(t) / \ell(t)=1-\frac{\pi^{2} \xi}{48}\left(\frac{t}{\tau_{\mathrm{MT}}}\right)^{2}+O\left(t^{4}\right) \tag{4}
\end{equation*}
$$

where $\xi$ is a dimensionless parameter empirically introduced to quantify the deviation of the state evolution from the geodesic. The foregoing geometrical condition, representing the MT bound, translates into $\xi \geq 0$.

We obtain the deviation coefficient $\xi$ from a polynomial fit of the measured FS distance $\ell_{\text {geo }}$ for each data set examined above. The results are displayed in Fig. 4 as a function of the energy uncertainty $\Delta E$. As expected, all data points fall within the allowed region. Surprisingly, however, the points coalesce around $\xi=1$ regardless of the wave packet shape, the potential's anharmonicity, and for nearly all values of $\Delta E$, save for the limiting case of very small excitations, discussed below. Such a coalescence hides a nontrivial relation with the energy uncertainty. In fact, for this result to hold, $t$ in the power series in Eq. (4) must be expressed in units of $\tau_{\mathrm{MT}}$, which in turn depends on $\Delta E$.

We attribute the observed strict deviations from the MT bound, $\xi>0$, to the multi-level nature of our system. This result is in line with the well-known fact that only a qubit system can evolve along a geodesic ${ }^{21}$, and thus, saturate the MT bound. For a quantitative interpretation of the deviation coefficient, we derive its expression in terms of $\hat{H}$ from the unitary evolution underlying the Schrödinger equation, $\xi=\left(\beta_{2}-1\right) / 2$, where $\beta_{2}=\left\langle(\hat{H}-E)^{4}\right\rangle / \Delta E^{4}$ is the kurtosis of the energy spectrum. This expression reduces to $\xi=1$ if we model the population of the vibrational levels by a Gaussian distribution as a function of energy.

It is nonetheless remarkable that the observed deviations are small on the scale of $\tau_{\mathrm{MT}}$. We explain this observation by the well-known fact in statistics that the majority of tailed distributions relevant to describe energy excitations have a kurtosis around 3, thus yielding $\xi \approx 1$ (Appendix E ). Owing to the small factor $\pi^{2} \xi / 48$ in Eq. (4), we therefore conclude that the MT speed limit establishes a relevant bound on the evolution rate of a


Figure 4. Deviations from the MT speed limit. The measured coefficient $\xi$ is plotted vs $\Delta E$ for a wide spectrum of experimental conditions, varying the initial displacement $\Delta x$ and the wave packet shape $n=\{0,1,2\}$. The pink line indicates the MT bound. Points corresponding to $\Delta x>0.25^{\lambda} / 2$ (nonharmonic regime) are highlighted by a surrounding circle. Note that for better visualization purpose the fourth root of $\xi$ is plotted.
multi-level system subject to a time-independent Hamiltonian [see, e.g., Fig. 2(c)], in clear contrast to what observed in time-driven multi-level systems ${ }^{10}$.

The limit of small excitations, $\Delta E \lesssim \hbar \omega_{\mathrm{HO}}$, reveals qualitatively different physics, with values of $\xi$ significantly larger than 1 . To obtain further insight, we consider the limiting case of a qubit, for which we find $\xi_{\text {qubit }}=2\left(\Delta E_{\max }^{2} / \Delta E^{2}-1\right)$, where $\Delta E_{\max }=\hbar \omega_{\mathrm{HO}} / 2$ is the maximum energy uncertainty attainable by the qubit. This expression reveals a good agreement with the experimental data. It also shows that the bound is theoretically saturated $\left(\xi_{\text {qubit }}=0\right)$ for $\Delta E=\Delta E_{\max }$, which occurs when the spin precesses along a great circle (the geodesic). In practice, however, this situation never occurs in our setup, since small excitations of the matter wave correspond to the case of the spin forming a very small angle with respect to the precession axis. In this limit, the evolved state is far from becoming orthogonal to the original one and, correspondingly, deviations from the MT bound are large on the scale of the orthogonalization time $\tau_{\text {MT }}$. This situation is well exemplified by Fig. 2(a), which shows a cosine-like oscillation of the two-time state overlap, corresponding to a spin precessing with a small angle of about $40^{\circ}$. An interpolation between the qubit case $(\xi \gg 1)$ and the foregoing multi-level Gaussian case ( $\xi=1$ ) is obtained considering the previous example of a Poisson distribution, which yields $\xi_{\mathrm{HO}}=1+\left(\hbar \omega_{\mathrm{HO}}\right)^{2} /(2 \Delta E)^{2}$. The comparison of this curve with the experimental data shows an excellent agreement, which also holds for $n=\{1,2\}$ (Appendix F).

Concluding remarks.-Our study sheds light on two fundamental limits of quantum dynamics and their crossover. Thereby, we have uncovered the relevance of multiple levels in approaching the quantum speed limit. Unexpectedly, our measurements reveal that deviations from the MT bound are small in the case of multiple levels, despite the well-known fact that this bound can only be attained in a qubit system. Our results can find applications for quantum computing with continuous variables ${ }^{22}$, and quantum simulations in infinite dimensional systems.

Key to our study is the ability to measure the twotime state overlap, which gives the FS distance covered by the evolving state. We emphasize the direct nature of this measurement, which, leveraging matter wave interferometry, does not require quantum state tomography nor any prior knowledge of the spectrum of $\hat{H}$. This technique is reminiscent of that used in Loschmidt echo experiments ${ }^{23,24}$, with the notable difference that in our case one of the two branches of the Ramsey interferometer is held stationary in its initial state.

This work deals with quantum dynamics on the time scale of $\tau_{\mathrm{MT}}$. However, the same matter wave interferometer technique developed here can be used to explore quantum state evolution on a much longer time scale ${ }^{25}$. We also envisage extensions of this technique to open quantum systems in order to measure the Bures distance (the FS distance analog) covered by mixed states under unitary ${ }^{26}$ or non-unitary ${ }^{27}$ evolutions. Understanding the quantum speed limit of open quantum systems is an important ongoing effort ${ }^{28-34}$.
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## Appendix A: Experimental sequence

An ensemble of ${ }^{133} \mathrm{Cs}$ atoms is cooled in a threedimensional magneto-optical trap (MOT) and subsequently transferred into an optical trap consisting of a one-dimensional optical lattice formed by two counterpropagating laser beams with wavelength $\lambda \approx 866 \mathrm{~nm}$. About twenty atoms are sparsely loaded into the optical lattice, with a vanishing probability of having more than one atom per lattice site due to losses induced by light-assisted collisions. The initial number of atoms is measured by collecting the fluorescence light emitted by the atoms when these are illuminated by nearly resonant laser beams. Subsequently, the laser beams are kept on for an additional 10 ms with a reduced intensity and a larger detuning in order to cool the atoms into a low energy motional state. During loading, detection, and cooling of atoms, the lattice depth $U_{0}$ is set sufficiently large ( $k_{B} \times 370 \mu \mathrm{~K}$ ) to suppress the probability that an atom hops between lattice sites. Here, $k_{B}$ denotes the Boltzmann constant.

For the preparation of the atom state and the subsequent experiments testing the quantum speed limits, the lattice depth is reduced to about $k_{B} \times 26 \mu \mathrm{~K}$, corresponding to $270 E_{R}$, where $E_{R}=(2 \pi \hbar)^{2} /\left(2 m \lambda^{2}\right)$ is the recoil energy of an atom of mass $m$. Owing to the large value of $U_{0} / E_{R}$, tunneling between sites is completely negligible (Appendix C) when the atoms occupy a low energy motional state. For the low energy motional states, the trap potential can be approximated by a harmonic oscillator, with trap frequencies $\omega_{\mathrm{HO}} \approx 2 \pi \times 66 \mathrm{kHz}$ in the direction longitudinal to the lattice, and $\approx 2 \pi \times 1 \mathrm{kHz}$ in the transverse directions. We note that the harmonic approximation in the longitudinal direction only applies in the limit of small excitations, i.e., for $\Delta x \lesssim \sqrt{\hbar /\left(m \omega_{\mathrm{HO}}\right)}$, or equivalently, $\Delta E \lesssim \hbar \omega_{\mathrm{HO}}$. Also, due to the large difference between the two trap frequencies, the excitations in the longitudinal direction and in the transverse directions are decoupled.

We employ microwave sideband cooling ${ }^{18}$ to cool the atoms along the longitudinal direction into the vibrational ground state and, simultaneously, optically pump them to the Zeeman state $\left|F=4, m_{F}=4\right\rangle$ of the electronic ground state. A bias magnetic field of 3 G oriented in the lattice direction is used to define the quantization axis. The ground state population of the longitudinal motion is measured to be around $\gtrsim 96 \%$ using sideband spectroscopy. Subsequently, a microwave $\pi$ pulse transfers the atoms to state $\left|F=3, m_{F}=3\right\rangle$. By tuning the frequency of the pulse to be resonant with one of the motional sidebands, we selectively transfer the atoms into the desired vibrational level $n$ of the $U_{\downarrow}$ potential. The pulse fidelities are $95 \%, 85 \%$ and $68 \%$ for the eigenstates $n=\{0,1,2\}$, respectively. The atoms that are not successfully transferred remain in $\left|F=4, m_{F}=4\right\rangle$, and removed from the trap using an optical push-out pulse.
With the atom initialized in the vibrational level $n$, we adiabatically vary (Appendix C) in $300 \mu \mathrm{~s}$ the relative
position of the two lattices to reach the desired displacement, $0<\Delta x \leq 0.5^{\lambda} / 2$, and then carry out the matter wave interferometer sequence (Appendix D), which consists of two fast $\pi / 2$ pulses separated by a time $t$ and resonant with the transition between the internal states $|\downarrow\rangle=\left|F=3, m_{F}=3\right\rangle$ and $|\uparrow\rangle=\left|F=4, m_{F}=3\right\rangle$.

After the second $\pi / 2$ pulse, we remove the atoms in $|\uparrow\rangle$ with a second optical push-out pulse, increase the lattice depth, illuminate the atoms with nearly resonant light, and collect the emitted fluorescence light. We renormalize the detected fluorescence by the fidelity of the $\pi$ pulse used to prepare the atom in the vibrational level $n$, in order to compensate for the fraction of atoms removed by the first push-out pulse. The ratio between the re-normalized fluorescence and the initially detected one yields an estimate of $p_{\downarrow}$. To gain sufficient statistics, the sequence described above is repeated 10 times.

## Appendix B: Fast Raman pulse setup

We employ a pair of phase-locked laser beams to drive the fast pulses of the matter wave interferometer by means of resonant two-photon transitions.

Before illuminating the atoms, the two beams are coupled into a common optical fiber and then sent through a double-pass acousto-optic modulator (AOM). By controlling the RF drive power of the AOM, we can temporally shape the intensity of the Raman pulses with nanosecond precision. On such a short time scale, the AOM intensity control exhibits a nonlinear response, which is taken into account and compensated using a look-up table. A second optical fiber is employed to overlap the Raman laser beams with one of the two laser beams forming the one-dimensional optical lattice (Appendix A). Thereby, we ensure that the Raman beams overlap perfectly with the optical trap, and that the momentum transferred to the atom by the Raman transition is negligible, since the two Raman beams are co-propagating.

The two Raman beams are red-detuned by about $2 \pi \times 48 \mathrm{GHz}$ from the cesium $\mathrm{D}_{2}$ line. Because of the large detuning, the probability of an off-resonant photon scattering event during the pulse duration is negligible $\left(\approx 10^{-4}\right)$. The frequency difference of the Raman beams is tuned to the hyperfine splitting of about $2 \pi \times 9.2 \mathrm{GHz}$, separating the two internal states $|\uparrow\rangle$ and $|\downarrow\rangle$. The two Raman laser beams illuminate the atoms with an individual power of 1.2 mW and the same circular polarization. This polarizaiton enables $\sigma$-type transitions, since the quantization axis is collinear with the optical lattice (and, thus, with the Raman beams).

We achieve a high effective Rabi frequency $\Omega_{R} \approx$ $2 \pi \times 6.5 \mathrm{MHz}$ as a result of the high intensity of the Raman beams, which are tightly focused onto the atoms through a relatively small waist $(\approx 17 \mu \mathrm{~m})$. Such a high intensity causes, in addition, a differential light shift of about 12 MHz , which is taken into account by tuning the frequency difference of the two Raman beams to be
resonant with the shifted transition. In the Ramsey interrogation scheme, this differential light field adds to the phase of the Ramsey fringe a linear shift in time by $81 \mathrm{rad} \mathrm{s}^{-1}$, which is subsequently subtracted from the Ramsey phase $\varphi(t)$.
The Rabi frequency $\Omega_{R}$ is mostly homogeneous over the entire ensemble of atoms, thus ensuring a high fringe visibility $\gtrsim 96 \%$. We observe relative variations of less than one percent for atoms positioned at different lattice sites due to the collinearity of the Raman and lattice beams. Atoms have a small, but not vanishing temperature of about $1.5 \mu \mathrm{~K}$ in the directions transverse to the lattice, which cause to a distribution of the atoms' transverse positions and thus of the Rabi frequency. To reduce the inhomogeneous spread of the Rabi frequency, we use an additional blue-detuned hollow beam counterpropagating to the Raman beams to increase the confinement of atoms close to the optical axis, where the intensity of the Raman laser beams is maximal.

## Appendix C: Spin-dependent optical lattice setup

The spin-dependent optical lattice setup is described in detail in Ref. ${ }^{17}$. We employ two counter-propagating laser beams, each linearly polarized with an angle $\theta$ between their linear polarizations, to create two superimposed optical standing waves of right- and left-handed circularly polarized light. By controlling $\theta$, we displace the two standing waves along their common axis by $\Delta x_{\mathrm{sw}}(\theta)=(\theta / \pi)^{\lambda} / 2$ with sub-nanometer precision.
The light shift exerted on the atoms by the two standing waves gives rise to two spin-dependent optical lattices, $U_{\uparrow}$ and $U_{\downarrow}$, which differ for the two spin states because of their specific polarization-dependent ac polarizability. At the wavelength $\lambda$, one can show that the potential $U_{\uparrow}$ comprises two contributions proportional to the intensity of the right circularly polarized light (relative weight $7 / 8$ ) and to the intensity of the left circularly polarized light (relative weight $1 / 8$ ); the same expression holds for $U_{\downarrow}$, with the two polarization circularities being exchanged.

The two potentials, $U_{\uparrow}$ and $U_{\downarrow}$, exhibit an ideal sinusoidal profile along the longitudinal direction, with a lattice constant equal to $\lambda / 2$. Due to both standing waves contributing to the lattice potential, the displacement $\Delta x$ between the two lattices has a slightly nonlinear dependence on the polarization angle,

$$
\begin{equation*}
\Delta x(\theta)=\frac{\tan ^{-1}[3 / 4 \tan (\theta)]}{\theta} \Delta x_{\mathrm{sw}}(\theta) \tag{C1}
\end{equation*}
$$

The trap depth $U_{0}$ is equal for both lattices. However, it slightly depends on the polarization angle $\theta$,

$$
\begin{equation*}
U_{0}(\theta) / U_{0}(0)=\sqrt{\frac{25+7 \cos (2 \theta)}{32}} \tag{C2}
\end{equation*}
$$

again as a result of the contribution by both standing waves. The minimum trap depth is $U_{0}(\pi / 2)=3 / 4 U_{0}(0) \approx$
$200 E_{R}$ occurring when $\Delta x(\pi / 2)=0.5 \lambda / 2$. Because the trap depth varies with $\theta$ (equivalently, $\Delta x$ ), the trap frequency also slightly depends on the displacement, $\omega_{\mathrm{HO}}(\theta)=\sqrt{2 U_{0}(\theta) /\left(m \lambda^{2}\right)}$.

In the deep lattice regime, $U_{0} \gg E_{R}$, the atom has a negligible probability to tunnel to adjacent sites when it populates a low energy state. The low energy bands are virtually flat, and correspondingly the tunneling time is much longer than the microsecond time scale of the experiment. For example, the band with index $n=0$ has a tunneling time greater than 1 year. By contrast, the energy bands with $n \gtrsim U_{0} /\left(\hbar \omega_{\mathrm{HO}}\right) \approx 10$ resemble the dispersion relation of a free particle. The tunneling time varies nearly exponentially as a function of the band index $n$, changing by more than 12 orders of magnitude from $n=0$ to $n=10$. Hence, it is a very good approximation to consider states belonging to the low energy bands as effectively bound states, and vice versa states in the higher energy bands as unbound states.

## Appendix D: Matter wave interferometry

The matter wave interferometer sequence shown in Fig. 1 is described in detail below. At time $t=0$, the atom occupies $|\psi(0)\rangle \otimes|\downarrow\rangle$, where $|\psi(0)\rangle \equiv|n\rangle$ is one of the motional eigenstates of $U_{\downarrow}$ potential. The first $\pi / 2$ pulse, acting nearly instantaneously (Appendix B), puts the atom in a superposition both of spin states,

$$
\begin{equation*}
\frac{1}{\sqrt{2}}|\psi(0)\rangle \otimes(|\downarrow\rangle+|\uparrow\rangle) \tag{D1}
\end{equation*}
$$

where the atom's motional state remains unchanged during the short pulse. Afterwards, the atom is let evolve for a duration $t$, resulting in

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left[e^{-i E_{n} t / \hbar}|\psi(0)\rangle \otimes|\downarrow\rangle+|\psi(t)\rangle \otimes|\uparrow\rangle\right], \tag{D2}
\end{equation*}
$$

expressed in the frame rotating with the hyperfine frequency of the transition between the two spin states. A second fast $\pi / 2$ lets the two branches of the superposition state interfere with each other, yielding

$$
\begin{align*}
& \frac{e^{-i E_{n} t / \hbar}|\psi(0)\rangle-e^{i \varphi_{R}}|\psi(t)\rangle}{2} \otimes|\downarrow\rangle+ \\
& \frac{e^{-i\left(E_{n} t / \hbar+\varphi_{R}\right)}|\psi(0)\rangle+|\psi(t)\rangle}{2} \otimes|\uparrow\rangle \tag{D3}
\end{align*}
$$

where $\varphi_{R}$ is the Ramsey control phase, which is varied by controlling the relative phase between the first and second pulse. Finally, a push-out pulse removes the atoms in state $|\uparrow\rangle$, and the probability $p_{\downarrow}$ of occupying state $|\downarrow\rangle$ is measured as a function of $\varphi_{R}$, producing a typical Ramsey fringe,

$$
\begin{equation*}
p_{\downarrow}\left(\varphi_{R}\right)=\frac{1-\mathcal{V}(t) \cos \left[\varphi_{R}-\varphi(t)\right]}{2} \tag{D4}
\end{equation*}
$$

where the visibility $\mathcal{V}(t)$ and phase $\varphi(t)$ are related to the complex-valued overlap integral, $\langle\psi(0) \mid \psi(t)\rangle=$ $\mathcal{V}(t) \exp \left\{-i\left[\varphi(t)+E_{n} t / \hbar\right]\right\}$. The fringe phase is shifted by an offset, $E_{n} t / \hbar$, where $E_{n}$ is the energy of the vibrational level $n$ with respect to the ground state, $E_{0}=0$, known by sideband spectroscopy ${ }^{18}$.

## Appendix E: Tailedness of spectral distribution as a measure of deviation from MT bound

In the main text, the MT bound is shown to imply the inequality $\xi \geq 0$, where $\xi$ is a coefficient accounting for the tailedness (kurtosis) of the spectral distribution of the excitation,

$$
\begin{equation*}
\xi=\frac{\left\langle(\hat{H}-E)^{4}\right\rangle-\left\langle(\hat{H}-E)^{2}\right\rangle^{2}}{2\left\langle(\hat{H}-E)^{2}\right\rangle^{2}} \tag{E1}
\end{equation*}
$$

A normal distribution has a deviation coefficient $\xi=1$.
The distribution is said to be leptokurtic for $\xi>1$ and platykurtic for $\xi<1$. Leptokurtic are most of the tailed distributions describing excitations in a many-level system. By contrast, the most platykurtic distribution is notably the Bernoulli distribution with an equal probability of heads and tails, for which the deviation coefficient reaches its minimum possible value, $\xi=0$. Such a distribution describes the excitation of a qubit with both eigenstates equally populated. Since the MT bound is saturated for this excitation, we thereby prove that $\xi=0$ is not only a necessary but also a sufficient condition to saturate the MT bound.

It is interesting to observe that the numerator in Eq. (E1) is equal to the variance of $(\hat{H}-E)^{2}$, and must therefore be positive, thus providing an independent confirmation of the result derived from the MT bound.

## Appendix F: Deviation coefficient in the harmonic approximation

At $t=0$, the excited motional state is equal to the vibrational eigenstate $|n\rangle$ displaced by $\Delta x$,

$$
\begin{equation*}
|\psi(0)\rangle=e^{-i \hat{p} \Delta x / \hbar}|n\rangle \tag{F1}
\end{equation*}
$$

where $\hat{p}$ is the momentum operator. In the harmonic approximation, valid for sufficiently small excitations, the
probability distribution for the case $n=0$ is given by

$$
\begin{equation*}
p_{n=0}\left(n^{\prime}\right)=\left|\left\langle n^{\prime} \mid \psi(0)\right\rangle\right|^{2}=\frac{e^{-|\alpha|^{2}}}{n^{\prime}!}|\alpha|^{2 n^{\prime}} \tag{F2a}
\end{equation*}
$$

where $|\alpha|=\sqrt{m \omega_{\mathrm{HO}} /(2 \hbar)} \Delta x$ is the amplitude of the corresponding coherent state ( $m$ is the atomic mass). Using $p_{n=0}\left(n^{\prime}\right)$ to compute $\xi$ in Eq. (E1), one obtains $\xi_{n=0}=1+\left(\hbar \omega_{\mathrm{HO}}\right)^{2} /(2 \Delta E)^{2}$. Note that in the main text $\xi_{n=0}$ is denoted as $\xi_{\mathrm{HO}}$.

For the other cases, $n=1$ and $n=2$, the probability distributions in the harmonic approximation are

$$
\begin{align*}
& p_{n=1}\left(n^{\prime}\right)=\frac{\left(|\alpha|^{2}-n^{\prime}\right)^{2}}{|\alpha|^{2}} p_{n=0}\left(n^{\prime}\right)  \tag{F2b}\\
& p_{n=2}\left(n^{\prime}\right)=\frac{\left(|\alpha|^{4}-2 r|\alpha|^{2}+n^{\prime 2}-n^{\prime}\right)^{2}}{2|\alpha|^{4}} p_{n=0}\left(n^{\prime}\right) \tag{F2c}
\end{align*}
$$

yielding the coefficients $\xi_{n=1}=1 / 3+\left(\hbar \omega_{\text {HO }}\right)^{2} /(2 \Delta E)^{2}$ and $\xi_{n=2}=7 / 25+\left(\hbar \omega_{\mathrm{HO}}\right)^{2} /(2 \Delta E)^{2}$, respectively. Notably, the expression of $\xi$ exhibits for all three cases the same behavior in the limit of very small excitations, where mainly two states $(n=0)$ and three states $(n>0)$ are excited.

## Appendix G: The qubit case

For very small excitations, $|\alpha| \ll 1$, the excited state in Eq. (F1) in the case of $n=0$ reduces to two levels,

$$
\begin{equation*}
|\psi(0)\rangle \approx|0\rangle+|\alpha||1\rangle \tag{G1}
\end{equation*}
$$

as in a qubit system.
In general, a qubit precessing with frequency $\omega_{\mathrm{HO}} /(2 \pi)$ around a fixed axis at an angle $\zeta$ has $\Delta E=$ $\hbar \omega_{\mathrm{HO}} \sin (\zeta) / 2, E=\hbar \omega_{\mathrm{HO}} \sin ^{2}(\zeta / 2)$ and the two-time state overlap

$$
\begin{equation*}
|\langle\psi(0) \mid \psi(t)\rangle|=\sqrt{1-\sin ^{2}(\zeta) \sin ^{2}\left(\omega_{\mathrm{HO}} t / 2\right)} \tag{G2}
\end{equation*}
$$

In the case the two states are equally populated, $\zeta=\pi / 2$, the two-time state overlap in Eq. (G2) saturates the MT bound in Eq. (1a) for all times, $0 \leq t \leq \tau_{\mathrm{MT}}$. In the case of no population inversion ( $0<\zeta<\pi / 2$ ), as in Eq. (G1), we have $\Delta E>E$, meaning that the qubit is in the ML regime. For the other case of population inversion $(\pi / 2<\zeta<\pi)$, we remark that a bound equivalent to the ML bound in Eq. (1b) can be derived considering the fact that the energy is limited from above,

$$
\begin{equation*}
|\langle\psi(0) \mid \psi(t)\rangle| \geq \cos \left[\sqrt{\cos ^{2}(\zeta / 2) \pi \omega_{\mathrm{HO}} t / 2}\right] \tag{G3}
\end{equation*}
$$
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### 4.3 Summary

In this chapter we have verified the validity of the Mandelstam-Tamm and Margolus-Levitin inequalities for single atoms trapped in a static optical lattice potential. The bounds impose a maximum rate of change of the atomic wave packet evolution. The measurements here presented are the first experimental verification of the bounds for a multi-level system.

A crossover is observed form a region where the Mandelstam-Tamm is more restrictive to a region where the Margolus-Levitin bound is more restrictive. The crossover only happens when the energy spread of the evolving wave packet is higher than its mean energy. Otherwise, the Mandelstam-Tamm bound is more restrictive at all evolution times.

A geometric approach based on the Fubini-Study metric has been used to quantify the difference between the actual rate of change of the wave packets and the maximum rate of change imposed by the Mandelstam-Tamm bound. That has been done for wave packets prepared in 34 different initial states. Surprisingly, as the energy spread increases and more energy levels are populated, the wave packet evolution gets close to the bound. This is an important result since it reveals that the Mandelstam-Tamm bound is also relevant for some multi-level systems and not only for effective two-level systems.

## CHAPTER

## Quantum drag racing

We made a drag race against quantum mechanics. We didn't win. We didn't loose. We got as far as it can be, a draw.

### 5.1 Introduction

In this chapter, our results on fast atom transport in optical lattices are presented, where the presence of a quantum speed limit is observed. The exact process consists in transporting the atoms, initially prepared in the motional ground state (Sec. 2.2.1), by a distance of one lattice site in the shortest possible time and in such a way that the atoms are back at their ground state at the end of the transport. We have observed that the atoms cannot be transported in a duration shorter than the quantum speed limit without compromising the transport's fidelity, quantified by the ground state population after the transport. In order to spatially move the atom, the position of the lattice is controlled as described in Sec. 2.1.6 and the atom is dragged by the lattice potential. The optimal transport trajectories are computed with optimal quantum control methods, which optimize the fidelity for a fixed distance and duration, experimentally measured with the technique presented in Sec. 2.2.2. The process can be thought of as a drag race with an additional rule: after accelerating from rest at the start line, the race car has to brake and reduce its speed back to zero (its ground state) exactly at the finish line (Fig. 5.1A). A low fidelity transport would then correspond to a race in which the pilot fails to stop the car exactly at the finish line, meaning that either the car doesn't reach the finish line at all, or it reaches it with a non-zero speed (it is not back at its ground state).

Atom transport without final motional excitations is essential for measurements that rely on matter wave interference, such as quantum walks and single atom interferometers. For this reason, we have realized a Mach-Zehnder single-atom interferometer with optimal control transport trajectories in order to verify if coherence is preserved during the transport process. The interferometer splits the atomic wave packet in two spin components (the hyperfine states $|3,3\rangle$ and $|4,4\rangle$ ), each one trapped by one of the two components of the spin-dependent lattice (Sec. 2.1.2). The spin state $|4,4\rangle$ is transported by one lattice site and then transported back to its original position. Meanwhile, the component in the $|3,3\rangle$ spin state is kept static and used as a reference. An unwanted position wobbling of the $|3,3\rangle$ state, induced by the transport of the $|4,4\rangle$ state, Eq.(2.11), is suppressed as explained in Sec. 2.2.5. The coherence of the transport operation is quantified by Ramsey interferometry and the results confirm that the optimal control transport operations preserve coherence. Coherent transport can be alternatively achieved by adiabatic transport. However, adiabatic processes are typically slow, meaning that the number of operations that can be realized within the coherence time of the system is reduced. By speeding up the transport operation


Figure 5.1: Quantum drag race. (A) Our atom transport operation is analogous to a usual drag race in which the car starts from rest and accelerates when the light turns green, except that we add the extra rule that the car has to go back to rest exactly at the finish line. (B) In the same way, our atom start at the initial position in the motional ground state and are transported to the target position in such a way that they are back in the motional ground state after the transport process. (C) The quantum geometric tensor provides a measure of distance between initial and target states in the Hilbert space. The distance defined by the quantum geometric tensor $\ell_{\mathrm{QGT}}$ increases linearly with the spatial distance between the atomic wave packets $d$ and can be seen as the number of local operations (between wave packets separated by a spatial distance $2 \Delta x$, with $\Delta x$ being the width of the wave packet) required to move the atom from the initial to the target position.
we are effectively increasing the number of operations that can be realized. This is why speeding up quantum processes is so important in the field of quantum technologies.

Given that reducing the duration of quantum processes is a common effort in quantum technologies, it is advantageous to have a good estimate of the fundamental limit that cannot be overcome by technical improvements on the system. In Chapter 4, we have seen that the Mandelstam-Tamm bound provides a good estimate of the minimum duration of quantum processes in some systems. However, it is well known that for complex systems that cannot be effectively reduced to a two-level system, the bound may provide absurdly small values [29]. In such cases the bound is useless and falls short of reflecting the true limit. The atom transport operations presented in this chapter belong to such type of processes. In fact, for long transport distances $d$ for which the initial and target states are orthogonal, the minimum duration predicted by the Mandelstam-Tamm bound is independent of $d$, as opposed to the expectation that it scales with $\sqrt{d}$. We found out that this issue originates from the fact that for transport distances longer than the size of the atomic wave packet ${ }^{1} d \gg \Delta x$, the Fubini-Study distance $[86,87]$ between the initial and final states in the Hilbert space is always $\ell_{\text {geo }}=\pi / 2$, independently of $d$. However, for initial and target states separated by such long spatial distances, the geodesic ${ }^{2}$ according to the Fubini-Study metric is unphysical [29]. This is because a state following the geodesic would have to follow a Rabi-type transfer between two spatially distant locations, something impossible for massive particles. To solve

[^18]this, the process has to be restricted to the physically accessible states. This is done with the quantum geometric tensor (QGT), which depends on the controllable parameters of the system and defines a distance between quantum states in such a way that the geodesic is restricted to the physically accessible states. As a consequence, the distance defined by the quantum geometric tensor $\ell_{\mathrm{QGT}}$ can be much longer than the distance defined by the Fubini-Studi metric $\ell_{\text {geo }}$. In fact, in the case of atom transport by a distance $d$ we find $\ell_{\mathrm{QGT}}=d /(2 \Delta x)$. Therefore, $\ell_{\mathrm{QGT}}$ increases linearly with the transport distance as opposed to $\ell_{\text {geo }}$ which stagnates at $\pi / 2$. Interestingly, $\ell_{\mathrm{QGT}}$ can be thought of as the number of local operations required to transport the atom from the initial to the target position (Fig. 5.1C). With this at hand, we have derived an estimate of the minimum transport duration based on the quantum geometric tensor. We have found that the estimate is consistent with the theoretically expected scaling of the transport duration versus transport distance and is consistent with the experimental results as well.
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#### Abstract

Transforming an initial quantum state into a target state through the fastest possible route-a quantum brachistochrone-is a fundamental challenge for many technologies based on quantum mechanics. In twolevel systems, the quantum brachistochrone solutions are long known. These solutions, however, are not applicable to larger systems, especially when the target state cannot be reached through a local transformation. Here, we demonstrate fast coherent transport of an atomic wave packet over a distance of 15 times its size-a paradigmatic case of quantum processes going beyond the two-level system. Our measurements of the transport fidelity reveal the existence of a minimum duration-a quantum speed limit-for the coherent splitting and recombination of matter waves. We obtain physical insight into this limit by relying on a geometric interpretation of quantum state dynamics. These results shed light on a fundamental limit of quantum state dynamics and are expected to find relevant applications in quantum sensing and quantum computing.
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## I. INTRODUCTION

.How fast can a quantum process be? Previous efforts to answer this question have resulted in fundamental insights into quantum state dynamics [1-7] and shed light on the ultimate physical limits to the rate of information processing [8-10]. Speeding up the dynamics of a quantum process is also key to advance quantum technologies [11-13], because faster processes can help us outrun detrimental decoherence mechanisms, and so boost the number of high-fidelity operations executed within the system's coherence time [14-16].

The fact that a minimum time is required to accomplish a physical process has been known since Bernoulli's famous brachistochrone problem [17], long before the advent of quantum physics. The origin of such a minimum time can be traced back to the maximum rate at which a physical

[^19]state can change in time, which is generally determined by the amount of physical resources (energy and type of control) available to carry out the process.

For quantum processes, a precise formulation of such a speed limit was first derived by Mandelstam and Tamm [1] considering the transformation of a quantum state $\left\langle\psi_{\text {init }}\right\rangle$ into an orthogonal one $\left|\psi_{\text {target }}\right\rangle$. They discovered that the duration $\tau_{\mathrm{QB}}$ of the fastest process-the quantum brachistochroneis bound by the inverse of the energy uncertainty [18],

$$
\begin{equation*}
\tau_{\mathrm{QB}} \geq \tau_{\mathrm{MT}}=\frac{\hbar \pi}{2 \Delta E} \tag{1}
\end{equation*}
$$

providing a firm basis for Heisenberg's time-energy uncertainty principle [19]. Most significantly, the MandelstamTamm bound shows that the duration of a quantum process cannot vanish, unless infinitely large energy resources can be controlled. This bound was generalized to timedependent Hamiltonians, making it applicable to a far larger class of quantum processes [2]. Further extensions have been obtained for generic target states not necessarily orthogonal to the initial one [20-22], open quantum systems [23-26], semiclassical systems [27,28], and optimal quantum control problems [29-33]. An experimental


FIG. 1. Transporting a massive quantum particle to a distant state. (a) Direct local coupling $\hat{\Omega}_{\text {Rabi }}$ between the initial and target state can be realized when the two wave functions have nonzero spatial overlap. (b) Fundamentally, no direct local coupling between the two states can be realized for large separations, $d \gg \Delta x$, suppressing the possibility to attain the Mandelstam-Tamm bound. (c) Atom transport in an optical conveyor belt (sinusoidal potential curves), depicted at the initial, intermediate, and final time of the process. The probability distribution of the transported wave packet $|\psi(t)\rangle$ is shown (shaded area), together with that of the initial and target states (dashed lines). For illustration purposes, the chosen example shows a wave packet ending up in an excited state, corresponding to a low ( $\mathcal{F} \sim 0.5$ ) transport fidelity. (d) Quantum brachistochrone trajectory $x_{\text {trap }}(t)$ of the optical conveyor belt (dark blue), corresponding to the diamond data point marked by an arrow in Fig. 2. The actual position of the conveyor belt (cyan), measured with $1 \AA$ precision by optical interferometry, and the corresponding external drive (light blue), applied to steer the conveyor belt position, are also shown. For comparison, a linear transport ramp (dashed line) is displayed.
demonstration of the Mandelstam-Tamm bound in Eq. (1) was given in effective two-level systems using ultracold atoms [34,35] and superconducting transmon circuits [36].

## II. QUANTUM BRACHISTOCHRONES BETWEEN DISTANT STATES

Today, it is understood $[4,37,38]$ that the MandelstamTamm bound in Eq. (1) can only be saturated (i.e., $\tau_{\mathrm{QB}}=\tau_{\mathrm{MT}}$ ) when the quantum dynamics can be reduced to that of a simple two-level system, i.e., when the target state can be reached directly by a Rabi oscillation [Fig. 1(a)]. Recently, however, Bukov et al. [7] pointed out that such a simple Rabi oscillation dynamics connecting the two states may be hard, or even impossible, to be realized in many-level systems. Thus, the authors questioned the usefulness of the Mandelstam-Tamm bound for these processes, since it fails to capture their true quantum speed limit (i.e., $\tau_{\mathrm{QB}} \gg \tau_{\mathrm{MT}}$ ).

A paradigmatic example of such a process would be "teleporting" a massive quantum object between distant quantum states through a Rabi oscillation, which is fundamentally impossible because no direct coupling between them [39] can be realized by physical local operators [Fig. 1(b)]. In fact, any physical operator $\hat{\Omega}_{\text {Rabi }}$ coupling directly the two states yields a vanishingly small Frank-Condon factor, $\left\langle\psi_{\text {init }}\right| \hat{\Omega}_{\text {Rabi }}\left|\psi_{\text {target }}\right\rangle \approx 0$.

In this work, we give the first experimental demonstration of coherent control of a physical process at its quantum speed limit beyond direct local operations. Specifically, we
consider the problem of transporting a trapped massive quantum particle to a distant location, separated by about 15 times the size of the wave packet, in the minimum possible time under the constraint of a fixed trap depth. The initial and target states are defined by the ground state of the trap potential centered at the two different locations. Because of the wide separation between the two states, it is fundamentally impossible for the massive quantum particle to reach the target state by a Rabi oscillation.

We see that inequality (1) fails to give a meaningful bound on the shortest transport duration $\tau_{\mathrm{QB}}$ if we examine its scaling with respect to the transport distance $d$ : While the minimum time $\tau_{\mathrm{QB}}$ is naturally expected to increase with $d$, remarkably, the time $\tau_{\mathrm{MT}}$ exhibits rather the opposite behavior, as it decreases with $d$ (Appendix M). A way out of this conundrum is discussed below, adopting a geometric point of view on wave packet dynamics.

## III. FAST ATOM TRANSPORT IN OPTICAL CONVEYOR BELTS

As of yet, transport experiments have been performed with trapped ions and ultracold atoms in the nearly harmonic low-energy portion of the trap potential [40-44], where fast, high-fidelity transport is enabled by effective protocols $[45,46]$ known as shortcuts to adiabaticity. In order to reach the quantum speed limit, however, excitations of the wave packet beyond the low-energy range of the trap potential must be controlled, requiring precise knowledge of the full potential. For this purpose, we use a
one-dimensional optical lattice as a conveyor belt [47] to transport neutral atoms along its axis [Fig. 1(c)]. Its sinusoidal trap potential is inherently well defined over all spatial regions from trough to crest since it is created by optical interference of two counterpropagating laser beams (wavelength $\lambda \approx 866 \mathrm{~nm}$, lattice constant $\lambda / 2$ ). We choose the trap depth $U_{0}$ of the order of $100 E_{\text {rec }}$ in order to suppress tunneling of the initial state to adjacent sites; $E_{\mathrm{rec}}=(2 \pi \hbar)^{2} /\left(2 m \lambda^{2}\right)$ is the recoil energy of an atom of mass $m$. We also maintain $U_{0}$ constant during the whole transport process to explore the scenario where the energy available to control a physical process is fundamentally limited; in fact, for an infinitely deep potential, no speed limit exists [45] in nonrelativistic quantum mechanics.

All transport experiments begin by preparing the matter wave of a ${ }^{133} \mathrm{Cs}$ atom into the motional ground state $\left|\psi_{\text {init }}\right\rangle$ of one of the sites of the optical conveyor belt (Appendix A), which is initially held at rest. Subsequently, we displace the conveyor belt within a given time $\tau$ to the desired target location following a chosen trajectory $x_{\text {trap }}(t)$ as a function of time $t$ [Fig. 1(d)]. The target location is chosen to be one lattice site away ( $d=\lambda / 2$ ) from the initial location, corresponding to 15 times the initial size $\Delta x$ of the wave packet. While the atomic wave packet is highly excited during transport, it ideally ends up in the ground state of the displaced potential, $\left|\psi_{\text {target }}\right\rangle$, once the optical conveyor belt is brought back to rest. We conclude the experiments by measuring (Appendix F) the fidelity of the transport process,

$$
\begin{equation*}
\mathcal{F}(\tau)=\left|\left\langle\psi_{\text {target }} \mid \psi(\tau)\right\rangle\right|^{2}, \tag{2}
\end{equation*}
$$

quantifying the probability of occupying $\left|\psi_{\text {target }}\right\rangle$.
In the experiments, we control the position $x_{\text {trap }}(t)$ of the optical conveyor belt with high precision using a fast polarization synthesizer [48], reducing the position noise $\delta x$ to much less than the size of the wave packet $\Delta x$ ( $\delta x \approx 0.1 \mathrm{~nm} \ll \Delta x \approx 25 \mathrm{~nm}$ ). We additionally suppress systematic distortions from the desired trajectory (Appendix E). Time-resolved measurements of $x_{\text {trap }}(t)$, carried out by on-site laser interferometry (Appendix D), reveal a nearly perfect agreement between the actual trajectory of the conveyor belt and the targeted one [Fig. 1(d)], with peak-to-peak discrepancies less than 10 nm .

## IV. OPTIMAL TRANSPORT SOLUTIONS

For the transport of atoms, we choose a feed-forward quantum control approach [49]: we steer the conveyor belt along trajectories $x_{\text {trap }}(t)$ that are designed to maximize the transport fidelity. To obtain a trajectory $x_{\text {trap }}(t)$ of given duration $\tau$, we take the solution for the corresponding classical problem (Appendix G) and subsequently optimize it using optimal quantum control methods $[31,50,51]$ in order to achieve maximum fidelity $\mathcal{F}(\tau)$. For the fidelity
optimization, we employ numerical simulations of atom transport imposing two constraints: (1) $x_{\text {trap }}(t \leq 0)=0$ and $x_{\text {trap }}(t \geq \tau)=d$ and (2) the Fourier spectrum of $x_{\text {trap }}(t)$ is limited to within the control setup bandwidth in order to ensure that $x_{\text {trap }}(t)$ is faithfully reproduced in the experiments (Appendix H).

The resulting optimal trajectories [Fig. 1(d)] exhibit a rather wiggling behavior, which is key to control excitations during transport. Disregarding the fast wiggles, the remaining behavior of $x_{\text {trap }}(t)$ is reminiscent of a constantly accelerated and decelerated trajectory for the first and second half of the transport duration. In addition, optimal trajectories notably start and finish with swift displacements, which are favorable to place the atomic wave packet where the trap potential is steep (Appendix G).

## V. REVEALING THE QUANTUM SPEED LIMIT

Our measurements of the transport fidelity (Fig. 2) demonstrate that optimal quantum control solutions accomplish $\mathcal{F} \approx 1$ within experimental uncertainty for all transport times greater than $\tau_{\mathrm{QB}}$, occurring in the proximity of $\tau_{\mathrm{HO}}$, the oscillation period in the harmonic approximation of the trap potential (Appendix G). Crucially, for times shorter than $\tau_{\mathrm{HO}}$, the fidelity drops rapidly, revealing the existence of a minimum duration-a quantum speed limit-for the transport of matter waves. To our knowledge, this is the first observation of the quantum speed limit for a multilevel system, where the transition from a quantumcontrollable to a quantum-noncontrollable process is sharply resolved by fidelity measurements. Our measurements reveal a rapid, yet smooth crossover around $\tau_{\mathrm{QB}}$, quite at variance with the analogous classical problem, where the transition between the two regimes is sudden [52].

We obtain insight about $\tau_{\mathrm{QB}}$ by exploring the fidelity landscape $\mathcal{F}(\tau)$ as a function of $\tau$, for different trap depths $U_{0} \approx\{70,150,300\} E_{\text {rec }}$. By varying the trap depth, we change the number of effectively controlled energy levels ( $4,6,10$, respectively), for which site-to-site tunneling is negligible over the transport duration $\tau$. We determine the transition to a quantum noncontrollable process as the transport time at which the measured fidelity drops to $\mathcal{F}(\tau) \approx 0.5$ (inset of Fig. 2). Our measurements demonstrate that in the range of trap depths explored here, the quantum brachistochrone time $\tau_{\mathrm{QB}}$ follows approximately $\tau_{\mathrm{HO}}$. Atom transport performed in a time close to $\tau_{\mathrm{HO}}$ is notably much faster than its adiabatic counterpart, which requires on the contrary $\tau \gg \tau_{\text {НО }}$ (Appendix J). In Sec. VII we provide theoretical insight into the scaling of $\tau_{\mathrm{QB}}$, showing that the minimum transport time is bound from below by the classical brachistochrone time $\tau_{\mathrm{CB}} \approx 0.8 \tau_{\mathrm{HO}}$ (hatched area in Fig. 2). This bound corroborates the experimentally observed scaling behavior of $\tau_{\mathrm{QB}}$ with $\tau_{\mathrm{HO}}$, which quite differs from that of the MT bound $\tau_{\mathrm{MT}}$ (dotted area in the same figure).


FIG. 2. Revealing the quantum speed limit. The fidelity $\mathcal{F}(\tau)$ of transporting an atom over one lattice site is measured as a function of the transport duration $\tau$, expressed in units of the oscillation period $\tau_{\mathrm{HO}} \approx 20 \mu \mathrm{~s}$, for a trap depth $U_{0} \approx 150 E_{\mathrm{rec}}$. Blue points: optimal quantum control achieves near-unit fidelity for durations above the quantum brachistochrone time $\tau_{\mathrm{QB}}$ (diamond point marked by an arrow), in the proximity of $\tau_{\mathrm{HO}}$. Hatched area: low-fidelity region as expected for durations shorter than the classical brachistochrone time $\tau_{\mathrm{CB}}$; see Sec. VII. Dotted area: low-fidelity region predicted by the Mandelstam-Tamm bound $\tau_{\mathrm{MT}}$. Purple points: linear transport ramps achieve suboptimal fidelity. Black lines: computed fidelity based on numerical simulations of atom transport, assuming a transverse temperature $T_{\perp} \approx 1 \mu \mathrm{~K}$ (solid) and a zero-temperature case (dashed). Inset: the fidelity landscape computed numerically as a function of $U_{0}$ and $\tau$ for $T_{\perp}=0$ (colored contour map) and the measured transition points (experimental data) where the fidelity reaches $\mathcal{F} \approx 0.5$. White lines: the oscillation period $\tau_{\mathrm{HO}}$, approximately representing the quantum brachistochrone time $\tau_{\mathrm{QB}}$, and the adiabatic limit ensuring fidelities $\mathcal{F}>0.9$. Error bars represent one standard deviation.

To validate our experimental results, we employ numerical simulations of the transport process based on a onedimensional model of the conveyor belt potential (Appendix C). A direct comparison of the computed fidelity with the measured $\mathcal{F}(\tau)$ reveals an excellent agreement with the simulations taking into account a thermal distribution in the transverse direction to the optical conveyor belt (Fig. 2). Relying on the numerical simulations, we are able to explain the rapid drop of fidelity observed when the transport duration is reduced below $\tau_{\mathrm{QB}}$ : For short durations, high-energy excitations are created above the discrete spectrum of controlled energy levels, leading to a significant probability of tunneling to the neighboring sites and thus to a drop of fidelity. The occurrence of tunneling is especially evident in the limit of very short durations, $\tau \ll \tau_{\mathrm{QB}}$. In this limit, in fact, the optical conveyor belt is displaced so fast that the atom has a considerable probability to remain in the very same state $\left|\psi_{\text {init }}\right\rangle$ where it was initially prepared. This possibility explains the apparent rise in fidelity for very short times observed in Fig. 2; such events could be singled out by
probing a small ensemble of individually resolved atoms, whose initial and final positions in the lattice can be precisely detected [53] in addition to measuring the ground state probability.

For comparison, we perform analogous transport experiments applying a simple linear transport ramp [Fig. 1(d)], corresponding to a bang-bang type of control (Appendix I), as opposed to optimal quantum control. In spite of its simplicity, bang-bang control enables faster-than-adiabatic high-fidelity transport, and finds wide applications in quantum technology [43]. The measured transport fidelity reveals maxima of $\mathcal{F}(\tau)$ when the transport duration is chosen to be a multiple of the oscillation period $\tau_{\text {HO }}$ (Fig. 2). In an ideal harmonic trap, these maxima are expected to reach unit fidelity owing to a perfect refocusing of motional excitations (Appendix I). Our measurements show, however, that such refocusing mechanism is only partially effective, owing to the anharmonicity of the conveyor belt potential. To reach fidelity values close to unity, long transport times are required, $\tau \gg \tau_{\mathrm{HO}}$, rendering bang-bang control in
anharmonic potentials nearly as ineffective as adiabatic transport.

## VI. COHERENT SPLITTING AND RECOMBINATION OF MATTER WAVES

To demonstrate that optimal quantum control transport is fully coherent, we conduct a second, closely related experiment, realizing a single-atom Mach-Zehnder interferometer. To this purpose, we create a copy of the initial atom wave packet with opposite spin direction, realizing a superposition of $|\uparrow\rangle$ and $|\downarrow\rangle$ states, subject to two fully independent, spin-selective optical conveyor belts [48]. Keeping the initial spin-down state at rest, we transport the spin-up state to the next lattice site employing an optimal quantum control trajectory of duration $\tau$, and bring it back with the same trajectory reversed. We conclude the interferometer experiments by retrieving the contrast $\mathcal{C}(2 \tau)$ of the interference fringe with a Ramsey interrogation scheme [54].

In analogy to our previous findings, the interferometer measurements reveal a high contrast for transport durations $\tau \gtrsim \tau_{\mathrm{HO}}$, attesting to the fully coherent nature of the process (Fig. 3). The measured contrast is in fact directly related to the fidelity $\mathcal{F}_{2}(2 \tau)$ of the process transporting the atomic wave packet back and forth: $\mathcal{C}(2 \tau)=\left|\left\langle\psi_{\text {init }} \mid \psi(2 \tau)\right\rangle\right|=$ $\sqrt{\mathcal{F}_{2}(2 \tau)}$. Moreover, if we make the assumption $\mathcal{F}_{2}(2 \tau) \approx \mathcal{F}(\tau)^{2}$, we can trace $\mathcal{F}_{2}(2 \tau)$ back to the single


FIG. 3. Atom interferometry at the quantum speed limit. Square points: measured contrast $\mathcal{C}(2 \tau)$ of the atom interferometer of duration $2 \tau$, with the atom in $|\uparrow\rangle$ being transported with optimal quantum control back and forth. Circle points: measured fidelities $\mathcal{F}(\tau)$ from Fig. 2, reproduced here for comparison. Solid line: expected contrast obtained from numerical simulations assuming $T_{\perp} \approx 1 \mu \mathrm{~K}$. Error bars represent one standard deviation. Inset: the blue and red lines describe the movement of the spin-up and spindown conveyor belts, ensuring that the atom in spin-down state remains effectively at rest, since the two spin-dependent potentials are not fully decoupled (Appendix B).
transport fidelity. The direct comparison of the measurements of the fidelity $\mathcal{F}(\tau)$ and contrast $\mathcal{C}(2 \tau)$ reveals a striking similarity (Fig. 3). This comparison shows the importance of achieving high-fidelity transport operations for fully coherent quantum processes involving superposition of states.

## VII. INTERPRETATION AND PHYSICAL INSIGHT

A basic interpretation of the quantum brachistochrone time $\tau_{\mathrm{QB}}$ observed in the experiments is provided by the analog classical problem. There, the fastest process is realized when the particle is maximally accelerated for half of the time and then decelerated for the other half, with its position being centered at the points of steepest potential. This protocol results in the classical brachistochrone time, $\tau_{\mathrm{CB}}=\tau_{\mathrm{HO}} \sqrt{2 n / \pi}$, where $n$ represents the transport distance $d$ expressed in units of the lattice constant $\lambda / 2$ (Appendix G). When transporting a quantum particle, however, extra control is necessary to prevent too large spreading of the wave packet in the anharmonic potential [52], in particular when the wave packet approaches the points of steepest potential, where the trap loses its ability to confine. This additional requirement translates in a longer time to achieve a near-unit fidelity ( $\tau_{\mathrm{QB}}>\tau_{\mathrm{CB}}$ ), yielding a lower bound on the quantum brachistochrone time,

$$
\begin{equation*}
\tau_{\mathrm{QB}}>\tau_{\mathrm{HO}} \sqrt{2 n / \pi} \tag{3}
\end{equation*}
$$

where $n=1$ is the case chosen for the experiments in this work. Comparing this bound to the measured data, which show near-unit fidelity for durations above $\tau_{\mathrm{HO}}$, validates the finding that the transport of atoms in our experiments attains the quantum speed limit.

Can the same bound in Eq. (3) be obtained from quantum mechanical principles? As we argued earlier, this question cannot be answered based on the Mandelstam-Tamm bound. Instead, we consider the quantum state evolution from a geometric point of view, as proposed by Anandan and Aharonov [2]. They prove that for every quantum process of duration $\tau$, the average energy uncertainty $\Delta E$ [18] is related to the geometric path length of the timeevolved state $|\psi(t)\rangle$,

$$
\begin{equation*}
\ell=\int_{0}^{\tau} d s_{\mathrm{FS}}=\Delta E \tau / \hbar \tag{4}
\end{equation*}
$$

measured by the Fubini-Study metric in the Hilbert space of quantum states, $d s_{\mathrm{FS}}^{2}=1-|\langle\psi(t+d t) \mid \psi(t)\rangle|^{2}$ [55]. Applying this relation to a quantum brachistochrone process, we directly obtain a lower bound on the quantum brachistochrone time, $\tau_{\mathrm{QB}}>\hbar \ell_{\mathrm{QB}} / \Delta E_{\text {upper }}$, provided that (I) the path length $\ell_{\mathrm{QB}}$ of the process is known and (II) an
upper bound $\Delta E_{\text {upper }}$ on the average energy uncertainty can be provided.

To produce (I) and (II), we assume that at the quantum speed limit the wave packet is steadily accelerated in the first half and steadily decelerated in the second half, with its shape maintained close to that of a coherent state. Concerning point (I), under this assumption we can estimate the path length of the quantum brachistochrone process as the product of two factors (Appendix K),

$$
\begin{equation*}
\ell_{\mathrm{QB}} \approx \frac{d}{2 \Delta x} f\left(\frac{\tau_{\mathrm{HO}}}{\pi \tau_{\mathrm{QB}}}\right) \tag{5}
\end{equation*}
$$

where $f(\xi)=\sqrt{1+\xi^{2}}+\xi^{2} \operatorname{arccsch}(\xi)$ is a monotonically increasing function greater than 1 for positive arguments. Notably, the first factor in Eq. (5) coincides with the distance between the initial and final states as measured by the quantum geometric tensor (Appendix K ),

$$
\begin{equation*}
\ell_{\mathrm{QGT}}=\frac{d}{2 \Delta x} \tag{6}
\end{equation*}
$$

In contrast to $\ell_{\mathrm{QB}}$ in Eq. (5), $\ell_{\mathrm{QGT}}$ is a purely geometric quantity independent of the dynamics of the process, since it represents the shortest path length as measured by the Fubini-Study metric in the restricted manifold of static states that are reachable via an adiabatic transformation of the control parameter $x_{\text {trap }}$ (Appendix K). Equation (5) shows that $\ell_{\mathrm{QB}}$ is larger than $\ell_{\mathrm{QGT}}$. This finding is in line with the conjecture put forth in Ref. [7] that $\ell_{\mathrm{QGT}}$ is a lower bound on the path length $\ell$ of those processes that are realizable with the control parameters available (in this work, $x_{\text {trap }}$ ),

$$
\begin{equation*}
\ell \geq \ell_{\mathrm{QGT}} \tag{7}
\end{equation*}
$$

The two factors in Eq. (5) can thus be interpreted as follows. The first factor $\ell_{\mathrm{QGT}}$ is a measure of the change of $|\psi(t)\rangle$ when its position is moved across a distance $d$, which can be loosely understood as the number of local transformations necessary to carry out the transport process. The second factor $f$ instead carries information about the dynamics, reflecting the change of $|\psi(t)\rangle$ when the momentum is varied during transport. Numerical simulations show that Eq. (5) approximates the actual $\ell_{\mathrm{QB}}$ to within a few percent.

Concerning point (II), the determination of an upper bound on $\Delta E$, we bound from above the potential contribution to the instantaneous energy uncertainty $\Delta E(t)$ by assuming the wave packet of size $\Delta x$ to be positioned where the trap potential is steepest, at $\pm \lambda / 8$ from the center of the site (Appendix K). By averaging over time [18], we thus find an upper bound $\Delta E_{\text {upper }}$ on $\Delta E$, which remarkably can be expressed in the form

$$
\begin{equation*}
\Delta E<\Delta E_{\text {upper }}=\ell_{\mathrm{QGT}} f\left(\frac{\tau_{\mathrm{QB}}}{2 n \tau_{\mathrm{HO}}}\right) \frac{\hbar}{\tau_{\mathrm{QB}}}, \tag{8}
\end{equation*}
$$

where $\ell_{\mathrm{QGT}}$ originates from the kinetic contribution to $\Delta E(t)$, whereas the second factor $f$ stems from the trap potential contribution. Combining Eqs. (5) and (8) in the Anandan-Aharonov relation (4), we obtain

$$
\begin{equation*}
\tau_{\mathrm{QB}}=\frac{\ell_{\mathrm{QB}}}{\Delta E / \hbar}>\tau_{\mathrm{QB}} f\left(\frac{\tau_{\mathrm{HO}}}{\pi \tau_{\mathrm{QB}}}\right) / f\left(\frac{\tau_{\mathrm{QB}}}{2 n \tau_{\mathrm{HO}}}\right), \tag{9}
\end{equation*}
$$

which, because of the monotonicity of $f$, directly translates in inequality (3), thus providing a positive answer to the question raised in the beginning. This result is consistent with the recent findings that the quantum speed limit is not a purely quantum phenomenon, but a universal property of the dynamics of physical states in Hilbert space [27,28].

The conjectured bound on the path length, Eq. (7), alone is not sufficient to yield a bound on $\tau_{\mathrm{QB}}$, since it does not take into account the dynamical contribution, represented by $f$ in Eq. (5). Even so, this bound in Eq. (7) allows us to obtain novel insights applicable to any transport process that connects spatially distant states. In fact, using this bound, we find that $\ell$ is not just longer, but significantly longer than the geodesic-the shortest possible path as defined by the Fubini-Study metric-connecting the initial to the target state. The reason is that the geodesic coincides [56] with the path in Hilbert space traced by a Rabi oscillation ( $\Omega=\pi / \tau$ ),

$$
\begin{equation*}
|\psi(t)\rangle=\cos (\Omega t)\left|\psi_{\text {init }}\right\rangle+\sin (\Omega t)\left|\psi_{\text {target }}\right\rangle \tag{10}
\end{equation*}
$$

whose length is $\ell_{\text {geo }}=\arccos \left(\left|\left\langle\psi_{\text {target }} \mid \psi_{\text {init }}\right\rangle\right|\right)$. Importantly, $\ell_{\text {geo }}$ levels off to $\pi / 2$ for orthogonal states, regardless of the distance $d$ separating the two states in real space, thus yielding $\ell \gg \ell_{\text {geo }}$ for $d \gg \Delta x$. The atom, in contrast, cannot evolve as in Eq. (10) because, as a massive particle, it cannot disappear from the initial location while reappearing at the target location [57], but must take a different much longer path.

The geometric relation just obtained, $\ell \gg \ell_{\text {geo }}$, is the fundamental reason why the Mandelstam-Tamm inequality falls short of giving a meaningful bound on the quantum brachistochrone duration, $\tau_{\mathrm{QB}} \gg \tau_{\mathrm{MT}}$. In fact, applying the Anandan-Aharonov relation (4) to the quantum brachistochrone process, we directly obtain $\tau_{\mathrm{QB}}=\hbar \ell_{\mathrm{QB}} / \Delta E \gg \hbar \ell_{\text {geo }} / \Delta E=\tau_{\mathrm{MT}}$, where $\tau_{\mathrm{MT}}$ designates here the Mandelstam-Tamm bound generalized [19] to the case of not necessarily orthogonal states.

## VIII. CONCLUSIONS AND OUTLOOK

In this work, we have experimentally demonstrated highfidelity transport of matter waves connecting spatially distant states in the shortest possible time, under the
constraint of a fixed trap depth. By splitting and recombining atomic matter waves, we showed that coherent quantum control is preserved at the quantum speed limit. By using geometric arguments, we showed how our transport experiments connecting distant states go beyond the quantum-speed-limit paradigm developed for single qubits and complex systems that can be effectively reduced to a two-level system [58], where the Mandelstam-Tamm bound is known to provide a meaningful lower bound on the shortest duration $\tau_{\mathrm{QB}}$. This work focused on a transport distance equal to one lattice site, which is the most relevant case for quantum walks [13]. Extending our results to much longer transport distances (Appendix L) is a very interesting goal, with applications in long baseline interferometry, which is key to boost the sensitivity of quantum sensors $[59,60]$, to carry out fundamental tests of quantum superposition states [61], and to implement fault-tolerant quantum memories [62].
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## APPENDIX A: ATOM TRAPPING AND COOLING

We load ${ }^{133} \mathrm{Cs}$ atoms from the background gas into a magneto-optical trap and subsequently transfer them into a superimposed one-dimensional optical lattice with a trap depth $U_{0} \approx k_{B} \times 400 \mu \mathrm{~K} \approx 4000 E_{\text {rec }}$, where $k_{B}$ is the Boltzmann constant and $E_{\text {rec }}=(\hbar k)^{2} /(2 m)=2 \pi \hbar \times$ 2 kHz is the recoil energy; here, $k=2 \pi / \lambda$ is the wave number associated with the wavelength $\lambda$ of the optical lattice, $m$ is the mass of cesium atoms, and $\hbar$ is the reduced Planck constant. The initial number of atoms is obtained by fluorescence imaging under near-resonant molasses illumination with an exposure time of 400 ms . A typical sample consists of 30 atoms loaded sparsely over 100 lattice sites. The molasses also cools the atoms further down by polarization gradient cooling. Adiabatically lowering the lattice trap depth to $k_{B} \times 80 \mu \mathrm{~K} \approx 800 E_{\text {rec }}$ further cools the atoms down to around $10 \mu \mathrm{~K}$. This temperature corresponds to a longitudinal ground state population of around $40 \%$ as determined by microwave sideband spectroscopy.

A weak magnetic field of 3 G along the lattice axis provides a well-defined quantization axis. Relative to the quantization axis, we select two hyperfine states of
the ground state for the atom transport experiments, $|\uparrow\rangle=\left|F=4, m_{F}=4\right\rangle$ and $|\downarrow\rangle=\left|F=3, m_{F}=3\right\rangle$. In interferometer transport experiments, we use a superposition of both states, while for the other transport experiments we use state $|\uparrow\rangle$.

We cool the atoms down to the vibrational ground state along the longitudinal lattice direction by resolved sideband cooling using microwave radiation at 9.2 GHz [63]. More specifically, microwave sideband cooling is achieved by driving the cooling sideband $|\uparrow, n\rangle$ to $|\downarrow, n-1\rangle$, thereby removing one vibrational energy quantum $\hbar \omega_{\mathrm{HO}}$, while simultaneously repumping the atoms to $|\uparrow\rangle$; here $\omega_{\mathrm{HO}}=$ $2 \pi$ denotes the harmonic oscillation frequency:

$$
\begin{equation*}
\omega_{\mathrm{HO}}=2 \pi / \tau_{\mathrm{HO}}=2 \pi \sqrt{\frac{2 U_{0}}{m \lambda^{2}}} . \tag{A1}
\end{equation*}
$$

Microwave sideband transitions are enabled by displacing one of the spin potentials by around 17 nm along the lattice axis, lifting the orthogonality between different vibrational states. After sideband cooling for 20 ms , a longitudinal ground state population of typically $96 \%$ is reached.

In order to reduce the transverse temperature of the atoms, during molasses cooling we superimpose to the optical lattice a blue-detuned donut-shaped beam. Thereby, we increase the confinement of the atoms in the direction transverse to the optical lattice. By subsequently ramping down the intensity of the donut beam adiabatically, we lower the transverse temperature to $T_{\perp} \approx 1 \mu \mathrm{~K}$.

## APPENDIX B: SPIN-DEPENDENT OPTICAL LATTICES

The optical lattice is operated at $\lambda=865.9 \mathrm{~nm}$, a so-called "magic" wavelength allowing atoms in the state $|\uparrow\rangle$ to be trapped only by the right-handed circularly polarized ( $R$-polarized) light, while atoms in the state $|\downarrow\rangle$ are predominantly trapped by the left-handed circularly polarized ( $L$-polarized) light. The dipole trap potentials for the two spin states are

$$
\begin{gather*}
U_{\uparrow}=-\alpha I_{R},  \tag{B1a}\\
U_{\downarrow}=-\alpha\left(\frac{7}{8} I_{L}+\frac{1}{8} I_{R}\right), \tag{B1b}
\end{gather*}
$$

where $I_{R}$ and $I_{L}$ denote the intensity of the two circular polarization components of the lattice laser field, and the proportionality constant $\alpha$ only depends on cesium polarizability.

In order to create two fully independent optical conveyor belts transporting atoms selectively in either one of the two spin states, we employ a polarization-synthesized beam, where the phases $\phi_{R}$ and $\phi_{L}$ and the amplitudes of its left- and right-handed circularly polarized components are steered with high precision [48]. By interfering the
polarization-synthesized beam with a counterpropagating reference beam of fixed linear polarization, we create two perfectly superposed standing waves. The position of each standing wave,

$$
\begin{equation*}
x_{R, L}(t)=\frac{\lambda}{2} \frac{\phi_{R, L}(t)-\phi_{0}}{2 \pi}, \tag{B2}
\end{equation*}
$$

is independently controlled by the phase $\phi_{R, L}(t)$ relative to the phase $\phi_{0}$ of the counterpropagating reference beam. The conveyor belt potential for an atom in state $|\uparrow\rangle$ is simply

$$
\begin{equation*}
U_{\uparrow}(x, t)=-U_{0, \uparrow} \cos ^{2}\left\{k\left[x-x_{\uparrow}(t)\right]\right\}, \tag{B3}
\end{equation*}
$$

with $x_{\uparrow}=x_{R}$ and $U_{0, \uparrow}=\alpha I_{R}>0$ being the trap depth; for the sake of notation, we simply use $U_{0}$ to refer to $U_{0, \uparrow}$ when only state $|\uparrow\rangle$ is involved. The conveyor belt potential for an atom in state $|\downarrow\rangle$ originates from the contribution of both polarization components, as indicated by Eq. (B1b), and takes the form

$$
\begin{equation*}
U_{\downarrow}(x, t)=-U_{\text {offs }, \downarrow}-U_{0, \downarrow} \cos ^{2}\left\{k\left[x-x_{\downarrow}(t)\right]\right\}, \tag{B4}
\end{equation*}
$$

with

$$
\begin{align*}
U_{0, \downarrow} & =\frac{\alpha}{8} \sqrt{I_{L}^{2}+49 I_{R}^{2}+14 I_{L} I_{R} \cos \left(\phi_{R}-\phi_{L}\right)},  \tag{B5a}\\
U_{\text {offs }, \downarrow} & =\frac{\alpha}{16}\left(I_{L}+7 I_{R}\right)-\frac{1}{2} U_{0, \downarrow},  \tag{B5b}\\
x_{\downarrow} & =\frac{\lambda}{4 \pi} \arctan \left(\frac{I_{L} \sin \left(\phi_{L}\right)+7 I_{R} \sin \left(\phi_{R}\right)}{I_{L} \cos \left(\phi_{L}\right)+7 I_{R} \cos \left(\phi_{R}\right)}\right) . \tag{B5c}
\end{align*}
$$

Here, $U_{0, \downarrow}>0$ and $U_{\text {offs, } \downarrow}>0$ are the contrast and offset of the spin-down conveyor belt potential (see Fig. 4).

The phase of each of the two polarization components $\phi_{R, L}(t)$ is controlled by two independent optical phaselocked loops (OPLLs) with respect to a common reference beam, using two acousto-optical modulators as actuators. The set points of the OPLLs are controlled by a direct digital frequency synthesizer (AD9954 by Analog Devices), enabling fast preprogrammed arbitrary phase ramps. The control system has a bandwidth of 800 kHz and a slew rate of $0.84 \mathrm{rad} \mu \mathrm{s}^{-1}$. This slew rate limits the maximum speed of the lattice to 0.13 sites per $\mu$ s (equivalently, $56 \mathrm{~mm} / \mathrm{s}$ ).

During the atom interferometer sequence described in the main text, the spin-down conveyor belt is kept static in order to preserve the spin-down wave function as a reference. To that purpose, we actively compensate the effect of the moving $R$-polarized standing wave onto $U_{\downarrow}$ during the transport of the spin-up potential. We therefore suppress the position modulation with a compensation ramp $\phi_{L}$ (blue trajectory in the inset of Fig. 3 of the main text) that maintains $x_{\downarrow}$ constant,


FIG. 4. Cross talk between spin-dependent potentials. Example of transport ramp as in Fig. 1(d) when varying $x_{R}(t)$ without compensating $x_{L}(t)$; i.e., $x_{L}(t)=x_{L}(0)$. (a) The position of the spin-up potential only depends on the $R$-polarized standing wave, $x_{\uparrow}(t)=x_{R}(t)$. The position (b) and depth (c) of the spin-down potential are modulated because of the cross-talk contribution from the moving $R$-polarized standing wave; see Eq. (B5).

$$
\begin{equation*}
\phi_{L}=-\arcsin \left(\frac{\phi_{R}}{7 f\left(\phi_{R}\right)}\right) \tag{B6}
\end{equation*}
$$

where $f\left(\phi_{R}\right)$ is a rather involved analytical expression depending on $\phi_{R}$. We do not compensate the depth modulation $U_{0, \downarrow}$, Fig. 4(c), because motional excitations of atoms in state $|\downarrow\rangle$ are predominantly caused by position modulation $x_{\downarrow}$, when the latter is not properly compensated.

## APPENDIX C: SIMULATIONS OF ATOM TRANSPORT

For the numerical simulations of atom transport, we consider a one-dimensional model of the conveyor belt potential, as introduced in Appendix B, corresponding to the Hamiltonian:

$$
\begin{equation*}
\hat{H}(t)=\frac{\hat{p}^{2}}{2 m}+U_{0} \cos ^{2}\left\{k\left[\hat{x}-x_{\text {trap }}(t)\right]\right\} \tag{C1}
\end{equation*}
$$

We assume that the atom occupies initially the lowest energy state of $\hat{H}(0)$. We compute the evolution of the wave packet in discrete time steps using the Strang split-step integration method [64].

In the transverse directions, a small, but nonzero temperature $T_{\perp}$ characterizes the initial state of the atoms; see Appendix A. For the atom transport problem, the motion of atoms in the transverse directions can be considered as frozen. This assumption is justified by the large separation between the timescales of the longitudinal ( $20 \mu \mathrm{~s}$ ) and transverse ( 1 ms ) motion. However, because of the thermal distribution of transverse positions, atoms experience a different trap depth $U_{0}$ depending on their distance from the lattice axis (inhomogeneous broadening). Such a distribution of trap depths reduces the transport fidelity, especially for short transport durations close to the quantum speed limit; see Fig. 2 of the main text. In the numerical simulations, we take into account the thermal distribution of transverse positions by assuming a two-dimensional Boltzmann distribution in the harmonic approximation of the transverse energy potential [63],

$$
\begin{equation*}
\mathcal{P}\left(r, T_{\perp}\right)=\frac{m \omega_{\perp}^{2}}{k_{B} T_{\perp}} r \exp \left(-\frac{m \omega_{\perp}^{2} r^{2}}{2 k_{B} T_{\perp}}\right), \tag{C2}
\end{equation*}
$$

where $r$ is the transverse distance from the lattice axis and $\omega_{\perp}$ is the transverse trap frequency. The effective trap depth experienced by atoms as a function of $r$ is

$$
\begin{equation*}
U_{0}(r)=U_{0}(0) \exp \left(-\frac{2 r^{2}}{w_{\mathrm{DT}}^{2}}\right) \tag{C3}
\end{equation*}
$$

where $w_{\mathrm{DT}}$ is the lattice beam waist and $U_{0}(0)$ is the depth on the lattice axis. The average fidelity for a thermal ensemble of atoms is then given by

$$
\begin{equation*}
\mathcal{F}\left(\tau, T_{\perp}\right)=\int_{0}^{\infty} d r \mathcal{F}\left(U_{0}(r)\right) \mathcal{P}\left(r, T_{\perp}\right) \tag{C4}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\mathcal{F}\left(U_{0}\right)=\left|\left\langle\psi_{\text {target }}\right| \hat{V}\left(\tau, U_{0}\right)\right| \psi_{\text {init }}\right\rangle\left.\right|^{2} . \tag{C5}
\end{equation*}
$$

Here, $\hat{V}\left(\tau, U_{0}\right)$ denotes the operator evolving the state for a time $\tau$ according to the Hamiltonian in Eq. (C1) with a trap depth $U_{0}$. In practice, the integral in Eq. (C4) is replaced by a trapezoidal sum over about 10 different discrete values of $r$.

## APPENDIX D: PRECISION OPTICAL MEASUREMENT OF TRANSPORT RAMPS

Measuring the actual trajectory of the conveyor belt with high precision is important to achieve high-fidelity transport operations. Indeed, knowledge of the actual trajectory


FIG. 5. Optical interferometric measurement of the trap trajectory. (a) Phase quadrature measurement of $\phi_{R}(t)$, showing the normalized intensities recorded after a Glan-Laser polarizer for the in-phase, $\left\{1+\cos \left[\phi_{R}(t)\right]\right\} / 2$, and the quadrature signal, $\left\{1+\sin \left[\phi_{R}(t)\right]\right\} / 2$. (b) Displacement $x_{\uparrow}(t)=(\lambda / 2) \phi_{R}(t) /(2 \pi)$ of the optical conveyor belt, reconstructed from the in-phase and quadrature signals.
allows us to compensate for deviations from the target optimal trajectory $x_{\text {trap }}(t)$; see Appendix E.

To that purpose, we developed an interferometric technique to reconstruct in situ the trajectory $x_{\uparrow}(t)$ and $x_{\downarrow}(t)$ of the optical conveyor belts for the two spin states: The conveyor belt trajectories are inferred via Eqs. (B3) and (B4) from the positions $x_{R}(t)$ and $x_{L}(t)$ of the $R$ - and $L$-polarized optical standing waves, which are in turn obtained via Eq. (B2) from a time-resolved measurement of the optical phases $\phi_{R}(t)$ and $\phi_{L}(t)$ of the $R$ - and $L$-polarized components that form the polarizationsynthesized beam of the spin-dependent optical lattice.

The two phases are measured by using an optical phase quadrature detection scheme, which consists of inserting a Glan-Laser polarizer directly into the optical path of the polarization-synthesized beam, and detecting the intensity signal produced by the two interfering $R$ - and $L$-polarized components. If, for example, we aim to detect $\phi_{R}(t)$, we then hold $\phi_{L}(t)$ constant at either $\phi_{R}(0)$ or $\phi_{R}(0)+\pi / 2$. The recorded interference signals correspond to the inphase and quadrature components of $\phi_{R}(t)$, respectively, from which it is straightforward to obtain $x_{R}(t)$; see Fig. 5.

## APPENDIX E: AVOIDING DISTORTIONS CAUSED BY BANDWIDTH LIMITATION

Deviations from the target optimal trajectory, which are caused by the limited bandwidth of the control system,


FIG. 6. Reconstructed impulse response function. The control bandwidth is mainly limited [48] by a time delay, which originates from the acousto-optical modulators employed in the optical phase-locked loop to control the phases $\phi_{R, L}(t)$; see Appendix A.
must be compensated in order to realize high-fidelity transport operations.

To that purpose, we initially assume a linear timeinvariant control system, implying that its response to an external drive is fully characterized by its impulse response function. The impulse response function can be obtained as the derivative of the step response, which we measure with the technique described in Appendix D by recording the actual position of the conveyor belt after driving a sudden, small step of its position. The resulting impulse response function (Fig. 6) extends over a couple of microseconds, limiting the control bandwidth to below 1 MHz . By deconvolving the target optimal trajectory $x_{\text {trap }}(t)$ with the impulse response function, we obtain a first approximation of the external drive signal to be applied in order to avoid signal distortions.

In a second step, in order to also take into account nonlinearities of the control system, we iteratively reduce the residual deviations between the actual and the optimal target trajectory. In each iteration, the residual deviations are measured with the technique in Appendix D, and a fraction of them (typically 0.4 to avoid instabilities) is subtracted from $x_{\text {trap }}(t)$ before deconvolution. After 10 iterations, the difference between the measured and the target trajectories is over the whole transport duration below $2 \%$ of a lattice site, or equivalently, less than 10 nm . An example can be seen in Fig. 1(d) of the main text.

Using numerical simulations, we could verify that the deviations of the actual trajectory from the target one affected the transport fidelity by no more than $1 \%$, which is within the experimental error. The reason why such deviations, which are comparable in size to the atomic wave packet, do not significantly affect the fidelity can be
explained in terms of two factors. (I) The target trajectory is an optimal one, meaning that the transport fidelity is affected by small deviations of the lattice trajectory only in second order. (II) The spectral distribution of the deviations from the target trajectory is important. Highfrequency components, $\nu \gtrsim 3 / \tau_{\mathrm{HO}}$, are found to have small effect. In fact, the wave packet response at higher frequencies decreases akin to the response of a harmonic oscillator subject to a high-frequency drive.

## APPENDIX F: PRECISION MEASUREMENT OF TRANSPORT FIDELITY

The fidelity $\mathcal{F}$ of a transport operation is given by the fraction of atoms occupying the motional ground state $\left|\psi_{\text {target }}\right\rangle$ of the conveyor belt potential at the target position, as defined in Eq. (2) of the main text.

We measure the ground state fraction with a detection scheme that selectively removes atoms in higher motional states from the trap while retaining those in the ground state [63]: All atoms are first transferred from $\left|\psi_{\uparrow}\right\rangle$ to $\left|\psi_{\downarrow}\right\rangle$ with a fast microwave $\pi$ pulse on the carrier transition, $|\uparrow, n\rangle \rightarrow|\downarrow, n\rangle$. Subsequently, the relative position $x_{\uparrow}(t)-$ $x_{\downarrow}(t)$ between the spin-up and spin-down conveyor belts is adiabatically increased from zero to around 17 nm in order to enable microwave transitions on the motional sidebands. We perform 10 repetitions of a removal cycle, where first a microwave pulse on the sideband $|\downarrow, n\rangle \rightarrow|\uparrow, n-1\rangle$ transfers all atoms, except those in the ground state, to the spinup state, and then a push-out beam resonant to the transition $|F=4\rangle \rightarrow\left|F^{\prime}=5\right\rangle$ removes the transferred atoms by radiation pressure. The remaining fraction of atoms indicates the motional ground state population, with a typical statistical uncertainty at the $2 \%$ level.

To compensate for the imperfect initial state preparation, the reported values of the transport fidelity $\mathcal{F}$ are normalized by the fidelity of the initial state preparation (around $96 \%$; see Appendix A), which is measured by the same technique, but omitting the transport operation.

The fraction of atoms in the motional ground state, as measured with this scheme, does not discriminate whether the transported atom ends up in the ground state of the target site (true positive) or in that of an adjacent site of the optical lattice (false positive). The latter possibility has, however, a negligible probability to occur, unless the transport duration is significantly shorter than the quantum brachistochrone time $\tau_{\mathrm{QB}}$; see Fig. 2 of the main text. Such false positive events could be separately detected and filtered out by resolving the individual lattice sites [53] in addition to measuring the ground state probability.

## APPENDIX G: ANSATZ FOR OPTIMAL TRANSPORT TRAJECTORIES

For optimal control of the transport process (see Appendix H), it is important to start with a good ansatz


FIG. 7. Excitation-free classical trajectories. (a) The dotted curve shows the trajectory of a classical point particle being first constantly accelerated and then decelerated. The solid curve is the trajectory of the trap $x_{\text {ansatz }}(t)$, see Eq. (G2), required to drive the particle along the dotted curve. The example refers to $\tau=1.2 \tau_{\text {Но }}$ and $d=\lambda / 2$, whereas $\delta x$ is given by Eq. (G3). (b) The potential in the noninertial comoving frame (solid curve) is equal to the static potential (dashed curve) plus a linear tilt with slope $m \ddot{x}_{\text {ansatz }}(t)$. The sudden shift by $\delta x$ keeps the particle at the position of the potential minimum in the comoving frame, avoiding motional excitations (e.g., slosh motion).
of the transport trajectory $x_{\text {trap }}(t)$. We obtain it considering the classical analog of the atom transport problem: A classical point particle of mass $m$, initially at rest in a sinusoidal potential with lattice constant $\lambda / 2$ and depth $U_{0}$, is to be transported over a distance $d$ in the shortest possible time such that it is again at rest after the transport. The optimal strategy evidently is to maximally accelerate the particle during the first half of the transport and maximally decelerate it during the second half. Thus, the optimal classical transport trajectory starts with a sudden lattice displacement equal to $\delta x=\lambda / 8$, which places the particle at the point of steepest potential, where it is maximally accelerated. The lattice potential is then moved together with the particle in order to maintain maximum acceleration until the particle reaches half of the transport distance. At that point, the potential gradient is suddenly reversed by displacing the lattice by $-2 \delta x$, thus ensuring maximum deceleration in the second half. The particle reaches the target position at zero speed, where a final sudden displacement by $\delta x$ places the potential minimum at the particle's final position. The duration of this process is the classical brachistochrone time,

$$
\begin{equation*}
\tau_{\mathrm{CB}}=\tau_{\mathrm{HO}} \sqrt{2 n / \pi} \tag{G1}
\end{equation*}
$$

where $n=d /(\lambda / 2)$ is the transport distance $d$ expressed in number of lattice sites.

This protocol can be extended to any transport duration $\tau \geq \tau_{\mathrm{CB}}$ by reducing the constant acceleration and deceleration below the maximum value, yielding the trajectory [Fig. 7(a)]

$$
x_{\text {ansatz }}(t)= \begin{cases}0 & \text { for } t \leq 0  \tag{G2}\\ \frac{d}{2}\left(\frac{t}{\tau / 2}\right)^{2}+\delta x & \text { for } 0<t<\tau / 2 \\ d-\frac{d}{2}\left(\frac{\tau-t}{\tau / 2}\right)^{2}-\delta x & \text { for } \tau / 2<t<\tau \\ d & \text { for } t \geq \tau\end{cases}
$$

with

$$
\begin{equation*}
\delta x=\frac{\lambda}{4 \pi} \arcsin \left[\left(\frac{\tau_{\mathrm{CB}}}{\tau}\right)^{2}\right] \leq \frac{\lambda}{8} \tag{G3}
\end{equation*}
$$

The effect of the sudden steps by $\delta x$ is best understood considering the dynamics from the reference frame comoving with the trap. There, the classical particle is constantly kept at the position of the minimum of the tilted potential, thus avoiding in this reference frame motional excitations (e.g., slosh motion); see Fig. 7(b).

We note that the same solution, $x_{\text {ansatz }}(t)$, was derived in Ref. [65] by minimizing the transport time for a particle confined within a distance $\delta x$ from the center of a harmonic trap. The ansatz trajectory $x_{\text {ansatz }}(t)$ also resembles that proposed in Ref. [66], which is obtained by minimizing the anharmonic contribution of the trap potential. This condition, in fact, can be shown to be related to minimizing the slosh motion as achieved by $x_{\text {ansatz }}(t)$.

We also remark that a different type of transport control has been proposed, where the Hamiltonian $\hat{H}(t)$ in Eq. (C1) is extended with a linear potential term controllable in time, which could be realized by means of an additional optical lattice with a lattice constant about 10 times that of the conveyor belt lattice [67]. In fact, a time-dependent linear potential allows one in theory to perfectly counteract the noninertial forces experienced by the atom in the reference frame comoving with $x_{\text {trap }}(t)$, thereby enabling unity fidelity for arbitrary transport trajectories $x_{\text {trap }}(t)$. This approach requires, however, much greater energy resources, since the counteracting lattice to be effective must be about 10 times deeper than the conveyor belt lattice.

## APPENDIX H: OPTIMAL QUANTUM CONTROL OF TRANSPORT TRAJECTORIES

Optimal quantum control searches for the trajectory $x_{\text {trap }}(t)$ that maximizes the transport fidelity $\mathcal{F}\left(\tau, T_{\perp}\right)$ as defined in Eq. (C4) for a given transport duration $\tau$ and transverse temperature $T_{\perp}$. Relying on numerical simulations of the transport problem (see Appendix C), we search for an optimal transport trajectory in the form of a Fourier series,
$x_{\text {trap }}(t)=d \frac{1-\cos \left(\nu_{1} t\right)}{2}+\sum_{j=1}^{j_{\max }} b_{j} \sin \left(\nu_{j} t\right), \quad t \in[0, \tau]$,
where the frequencies $\nu_{j}=\pi j / \tau$ are chosen to satisfy the boundary conditions $x_{\text {trap }}(0)=0$ and $x_{\text {trap }}(\tau)=d$. We choose the maximum frequency $\nu_{j_{\text {max }}}$ to lie within the bandwidth of our control system of around 800 kHz to ensure that $x_{\text {trap }}$ can be faithfully reproduced in the transport experiments (see Appendix E). Importantly, the bandwidth constraint $\nu_{j_{\text {max }}}$ does not significantly affect the maximum attainable fidelity when the condition $\nu_{j_{\max }} \gtrsim U_{0} /(2 \pi \hbar)$ is fulfilled, which is the case here.

Numerical simulations comparing the maximum fidelity reached by the optimization procedure as a function of the bandwidth of the control system show that the limitation to frequencies below $\nu_{j_{\max }}$ has no significant effect in the range of parameters considered in this work. In fact, because $\nu_{j_{\text {max }}}$ is larger than $U_{0} /(2 \pi \hbar)$, the control system bandwidth allows driving any relevant transition, i.e., any transition between pairs of discrete states of the trap, for which tunneling to neighboring sites is negligible.

Moreover, we conjecture that the optimal transport trajectory satisfies the point symmetry $x_{\text {trap }}(t)=d-x_{\text {trap }}(\tau-t)$, which is equivalent to reducing the search parameter space to the even Fourier coefficients $\left\{b_{2 j}\right\}$ and thus taking $b_{2 j+1}=0$. This conjecture is supported by numerical studies, showing that when the search parameter space is unconstrained, the weight of the odd coefficients is negligible compared to that of the even coefficients.

For a robust convergence of the search algorithm to a global optimum of $\mathcal{F}\left(\tau, T_{\perp}\right)$, it is convenient to start the optimization procedure with good initial values of the coefficients $\left\{b_{2 j}\right\}$ defining the transport trajectory. For this purpose, based on physical intuition, we consider the trajectory defined in Eq. (G2), $x_{\text {ansatz }}(t)$, which is designed to avoid motional excitations of a classical point particle. We project this ansatz into the form of Eq. (H1), thus obtaining the initial set of control parameters $\left\{b_{2 j}\right\}$ for the numerical optimization procedure. We note here that alternative to $x_{\text {ansatz }}(t)$, one can choose as ansatz for the optimization procedure an optimal solution obtained for a slightly longer transport time [51].

While $x_{\text {ansatz }}(t)$ produces no motional excitations for a classical point particle, it does cause small, but not negligible wave packet deformations because of the anharmonicity of the potential. These excitations, if not counteracted via optimal quantum control, would result in a loss of transport fidelity $\mathcal{F}(\tau)$, which becomes especially significant for $\tau$ close to $\tau_{\mathrm{QB}}$. Our numerical optimization of the transport process shows that optimal quantum control of $x_{\text {trap }}$ achieves this objective by avoiding too large motional excitations (e.g., breathing and slosh motion) in the
reference frame comoving with the conveyor belt during the whole transport process.

We here note that the degree of control can be increased by changing in time the trap depth, in addition to $x_{\text {trap }}(t)$. While for classical particles the shortest transport time is achieved when the trap depth is held constant, and equal to its maximum allowed value $U_{0}$, for quantum particles the minimum time can in theory be reduced by controlling the trap depth in time, while keeping it below $U_{0}$. Whether this additional control parameter allows a visible reduction of $\tau_{\mathrm{QB}}$ will be investigated in future work.

Concerning the search algorithm, we use the interiorpoint method provided by matlab with the fmincon function, which allows us to include constraints. We use constraints to limit the gradient of the trajectory to the maximum slew rate of the control system ( $0.84 \mathrm{rad} / \mu \mathrm{s}$ ), which is determined by how fast the OPLL is able to track the change of its set point; see Appendix B.

We note that for transport over many lattice sites, more frequency components $\nu_{j}$ fit within the system bandwidth due to the longer transport time, resulting in a higherdimensional search parameter space. In this case, using a reduced randomized basis of functions to represent $x_{\text {trap }}(t)$, as done by the DCRAB algorithm [68], is expected to be preferable to exhaustively searching through the whole system bandwidth at once, as done here.

## APPENDIX I: BANG-BANG CONTROL

A widely used transport method is the so-called bangbang type of transport. We here compare the fidelities achieved with our optimal control optimization procedure to the fidelities of two types of bang-bang transport protocols: the linear transport and the parabolic transport. For the linear transport, $x_{\text {trap }}(t)$ follows a trajectory with constant speed from the initial to the target position. For the parabolic transport, $x_{\text {trap }}(t)$ is constantly accelerated with $\ddot{x}_{\text {trap }}(t)=a$ on the first half of the transport and constantly decelerated with $\ddot{x}_{\text {trap }}(t)=-a$ on the second half.

Both protocols are better understood in the reference frame comoving with the trap. During the linear transport, the wave packet is subject to two momentum kicks: one at the start and one at the end. During the parabolic transport, the wave packet is subject to three position kicks: one at the start by $-a / \omega$, one at half of the transport time by $2 a / \omega$, and one at the end by $-a / \omega$. In both cases, motional excitations are created after the initial kick. However, the transport process can be timed so that the excitations created by the first and possibly middle kicks are undone by the last kick. The simulated infidelities of the two transport types are shown in Fig. 8 and compared to the infidelity of the optimal control transport as well as the adiabatic transport discussed in Appendix J. The "magic" transport durations for which the transport brings the wave packet back to a minimally excited state lie close to


FIG. 8. Transport protocols compared. Infidelity computed numerically for the same conditions of Fig. 2 and $T_{\perp}=0$ using different transport protocols. From top to bottom: a linear transport ramp (purple), parabolic control (blue), adiabatic control (green), optimal quantum control (thick red). The dashed lines represent the envelope functions according to Eqs. (I1a), (I1b), and (J2).
multiples of approximately the harmonic period. The small, but visible deviation from the harmonic period $\tau_{\text {НО }}$ can be understood to a very good approximation as the result of the anharmonic potential, which yields an effectively lower trap frequency $\tilde{\omega}_{\mathrm{HO}} \approx \omega_{\mathrm{HO}}-E_{\text {rec }} / \hbar$ and, correspondingly, an effectively longer oscillation period $\tilde{\tau}_{\mathrm{HO}} \approx \tau_{\mathrm{HO}}\left[1+E_{\mathrm{rec}} \tau_{\mathrm{HO}} /(2 \pi \hbar)\right]$.

The dashed lines are the envelopes (worst-case infidelities) derived in the harmonic approximation for the two bang-bang protocols:

$$
\begin{align*}
\tau_{\text {linear }}(\mathcal{F}) & =\tau_{\mathrm{HO}} \frac{1}{\pi} \frac{\ell_{\mathrm{QGT}}}{[-\log (\mathcal{F})]^{1 / 2}},  \tag{I1a}\\
\tau_{\text {parabolic }}(\mathcal{F}) & =\tau_{\mathrm{HO}} \frac{2}{\pi} \frac{\sqrt{\ell_{\mathrm{QGT}}}}{[-\log (\mathcal{F})]^{1 / 4}} \tag{I1b}
\end{align*}
$$

Their scaling with distance, $\ell_{\mathrm{QGT}} \propto d$, indicates that the linear transport protocol is faster for short transport distances, whereas the parabolic transport is faster for long distances, since the trap can be accelerated to higher speeds. Both are, however, much slower than the transport operation obtained by optimal control, which is also shown for comparison in Fig. 8.

## APPENDIX J: ADIABATIC LIMIT

Adiabatic transport minimizes excitations of the wave packet during the entire transport by using smooth transport ramps. As an example, we here consider ramps that follow a sinusoidal trajectory, which is continuous in position, velocity, and acceleration,

$$
\begin{equation*}
x_{\text {trap }}(t)=A \sin (2 \pi t / \tau)+d t / \tau \tag{J1}
\end{equation*}
$$

where $A=-d /(2 \pi)$ is chosen such that $\dot{x}_{\text {trap }}(0)=0$. For a given fidelity, we find in the harmonic approximation that the required worst-case duration of the adiabatic transport is

$$
\begin{equation*}
\tau_{\text {adiabatic }}(\mathcal{F})=\tau_{\mathrm{HO}} \sqrt{\frac{2}{3}+\left[\frac{\ell_{\mathrm{QGT}}^{2}}{\pi^{2}[-\log (\mathcal{F})]}\right]^{1 / 3}} \tag{J2}
\end{equation*}
$$

This relation is shown as the dashed green curve in Fig. 8.

## APPENDIX K: ESTIMATION OF GEOMETRIC PATH LENGTH AND ENERGY SPREAD

A very good, analytic approximation of the geometric path length can be obtained assuming that at the quantum speed limit the wave packet is steadily accelerated in the first half and steadily decelerated in the second half, meaning that the average position of the wave packet evolves as
$\bar{x}_{\mathrm{QB}}(t) \approx \begin{cases}2 d(t / \tau)^{2} & \text { for } 0<t<\tau / 2 \\ -d+4 d t / \tau-2 d(t / \tau)^{2} & \text { for } \tau / 2<t<\tau .\end{cases}$

Numerical simulations confirm that this assumption, where $\bar{x}_{\mathrm{QB}}(t)$ is a smooth function of time, is well fulfilled despite the much less regular shape of the optimal control transport trajectories $x_{\text {trap }}(t)$. Moreover, we assume that quantum optimal control preserves the wave packet $|\psi(t)\rangle$ close to a coherent state $|\alpha(t)\rangle$, avoiding too large spreading and deformation, in particular when it approaches the points of steepest potential, where the trap loses its ability to confine. The coherent state is specified by its phase space coordinates,

$$
\begin{equation*}
\alpha(t)=\frac{\bar{x}_{\mathrm{QB}}(t)}{2 \Delta x}+i \frac{m \dot{\overline{\mathrm{x}}}_{\mathrm{QB}}(t)}{2 \Delta p}, \tag{K2}
\end{equation*}
$$

with the position and momentum width being $\Delta x \approx$ $\sqrt{\hbar /(2 m \omega)}$ and $\Delta p \approx \hbar /(2 \Delta x)$. Thus, the geometric path length $\ell_{\mathrm{QB}}$, as defined in Eq. (4) of the main text, is obtained by integrating the Fubini-Study differential form,

$$
\begin{equation*}
d s_{\mathrm{FS}}=|\dot{\alpha}(t)| d t \tag{K3}
\end{equation*}
$$

over the duration $\tau$. The integration produces

$$
\begin{equation*}
\ell_{\mathrm{QB}} \approx \frac{d}{2 \Delta x} f\left(\frac{\tau_{\mathrm{HO}}}{\pi \tau_{\mathrm{QB}}}\right) \tag{K4}
\end{equation*}
$$

which corresponds to Eq. (5) of the main text.
We note that the factor $d /(2 \Delta x)$ can be identified with the geodesic length $\ell_{\mathrm{QGT}}$ determined by the quantum geometric tensor $[7,69]$. In the atom transport problem,
the quantum geometric tensor $\chi_{\mu, \nu}$ reduces to a scalar quantity $\chi_{1,1}$ because of the single control parameter used to transport the atom, i.e., the conveyor belt position $x_{\text {trap }}$. Its value is specified by the differential form $d s_{\mathrm{QGT}}^{2}=$ $d x_{\text {trap }} \chi_{1,1} d x_{\text {trap }}=1-\left|\left\langle\psi_{0}\left(x_{\text {trap }}+d x_{\text {trap }}\right) \mid \psi_{0}\left(x_{\text {trap }}\right)\right\rangle\right|^{2}$, where $\left|\psi_{0}\left(x_{\text {trap }}\right)\right\rangle=\exp \left(-i \hat{p} x_{\text {trap }} / \hbar\right)\left|\psi_{\text {init }}\right\rangle$ denotes the ground state of the conveyor belt displaced to the position $x_{\text {trap }}$ ( $\hat{p}$ is the momentum operator). The physical meaning of the quantum geometric tensor is that of the Fubini-Study metric in the restricted manifold of states reachable by an adiabatic transformation of the control parameter $x_{\text {trap }}$. An explicit computation of its value yields $\chi_{1,1}=(\Delta p / \hbar)^{2}$, from which we directly obtain

$$
\begin{equation*}
\ell_{\mathrm{QGT}}=\int_{0}^{d} d s_{\mathrm{QGT}}=\frac{d \Delta p}{\hbar} \approx \frac{d}{2 \Delta x}, \tag{K5}
\end{equation*}
$$

where the last step follows from the approximately Gaussian shape of the ground state. Notably, the geodesic defined by the quantum geometric tensor, in stark contrast with the Fubini-Study geodesic, denotes a path that actual physical processes (e.g., adiabatic transformations) can follow. In contrast to $\ell_{\mathrm{QB}}$ in Eq. (K4), $\ell_{\mathrm{QGT}}$ is a purely geometric quantity independent of the out-of-equilibrium dynamics of the process. Its length $\ell_{\mathrm{QGT}}$ does however scale with the transport distance $d$, and it can be loosely interpreted as the number of local transformations necessary to carry out the transport process.

For the determination of an upper bound on the energy spread $\Delta E$, we rely on the same assumptions made to estimate $\ell_{\mathrm{QB}}$, i.e., an approximately coherent state evolving as specified in Eq. (K2). A direct calculation of the instantaneous energy spread yields

$$
\begin{align*}
\Delta E(t) & =\left[\langle\psi(t)| \hat{H}^{2}(t)|\psi(t)\rangle-\langle\psi(t)| \hat{H}(t)|\psi(t)\rangle^{2}\right]^{1 / 2} \\
& \approx\left[\dot{\bar{x}}_{\mathrm{QB}}^{2}(t) \Delta p^{2}+\left(\frac{\partial U(x, t)}{\partial x}\right)^{2} \Delta x^{2}\right]^{1 / 2}\left[1+\mathcal{O}\left(\eta^{2}\right)\right], \tag{K6}
\end{align*}
$$

where $U(x, t)$ refers to the lattice potential, as defined in Eqs. (B3) and (B4), the derivative of the potential is computed at $x=\bar{x}_{\mathrm{QB}}(t)$, and $\eta^{2}=E_{\mathrm{rec}} /(\hbar \omega)=$ $1 / \sqrt{4 U_{0} / E_{\text {rec }}}$ is the Lamb-Dicke factor, which is negligible for the trap depths considered in this work. The two terms in Eq. (K6) correspond to the leading contributions to the energy uncertainty,

$$
\begin{align*}
& \Delta K(t)=\Delta p\left|\dot{\bar{x}}_{\mathrm{QB}}(t)\right|,  \tag{K7a}\\
& \Delta U(t)=\Delta x\left|\frac{\partial U(x, t)}{\partial x}\right|_{x=\bar{x}_{\mathrm{QB}}(t)}, \tag{K7b}
\end{align*}
$$

originating from the kinetic $(\Delta K)$ and potential $(\Delta U)$ energy. The origin of the two terms can be intuitively
understood if we consider the evolution of the wave packet in the reference frame comoving with $\bar{x}_{\mathrm{QB}}(t)$. There, the wave packet is at rest and displaced from the center of the site by a distance $\bar{x}_{\mathrm{QB}}(t)-x_{\text {trap }}(t)$, where the potential has a nonvanishing slope $\partial U / \partial x$, which explains the potential contribution $\Delta U(t)$. A Galilean transformation from the comoving to the laboratory reference frame introduces a term equal to $\dot{\bar{x}}_{\mathrm{QB}}(t) \hat{p}$ to the Hamiltonian (Heisenberg representation), explaining the kinetic contribution $\Delta K(t)$.

We bound $\Delta U$ from above by replacing the derivative of the potential (i.e., the force applied to the wave packet) by its maximum value. For the conveyor belt potentials in Eqs. (B3) and (B4), the maximum of the derivative, $2 \pi U_{0} / \lambda$, is reached at the positions $\pm \lambda / 8$ relative to the center of the site, yielding the inequality

$$
\begin{equation*}
\Delta E(t)<\left[\dot{\bar{x}}_{\mathrm{QB}}^{2}(t) \Delta p^{2}+\left(2 \pi U_{0} / \lambda\right)^{2} \Delta x^{2}\right]^{1 / 2} . \tag{K8}
\end{equation*}
$$

Integrating this expression over time [18] gives an upper bound on the time-averaged energy uncertainty,

$$
\begin{equation*}
\Delta E<\Delta E_{\text {upper }}=\frac{\hbar}{\tau_{\mathrm{QB}}} \ell_{\mathrm{QGT}} f\left(\frac{\tau_{\mathrm{QB}}}{2 n \tau_{\mathrm{HO}}}\right), \tag{K9}
\end{equation*}
$$

which corresponds to Eq. (8) of the main text.
We note that at the quantum speed limit, for very long transport distances, $n=d /(\lambda / 2) \gg 1, \Delta E$ is dominated by the kinetic rather than the potential contribution,

$$
\begin{equation*}
\frac{\Delta K}{\Delta U}>\frac{\Delta p}{\Delta x} \frac{d / \tau}{2 \pi U_{0} / \lambda}=n \frac{\tau_{\mathrm{HO}}}{\tau} \propto \sqrt{n} \gg 1, \tag{K10}
\end{equation*}
$$

where $\Delta K$ and $\Delta U$ denote here the time average of $\Delta K(t)$ and $\Delta U(t)$, respectively; in this expression, the first inequality results from the foregoing upper bound on $\Delta U(t)$, whereas the proportionality assumption follows from the scaling $\tau \propto \tau_{\mathrm{HO}} \sqrt{n}$ expected for a quantum brachistochrone process. Hence, we find that in the limit of $n \gg 1$, the energy uncertainty $\Delta E$ of a transport process at the quantum speed limit reduces to the time average of $\Delta K(t)$ in Eq. (K7a):

$$
\begin{equation*}
\Delta E \approx \frac{\hbar}{\tau_{\mathrm{QB}}} \ell_{\mathrm{QGT}} . \tag{K11}
\end{equation*}
$$

## APPENDIX L: LIMIT OF LONG DISTANCES

To transport atoms over $n$ lattice sites, the quantum brachistochrone time $\tau_{\mathrm{QB}}$ is of the order of $\tau_{\mathrm{HO}} \sqrt{n}$, as shown in Eq. (3) of the main text. In turn, such a transport time corresponds to velocities of the order of $n \lambda / \tau_{\mathrm{QB}}=$ $\sqrt{n} \lambda / \tau_{\text {HO }}$. Importantly, the transport velocity increases with $\sqrt{n}$ when atoms are transported in the shortest possible time.

Experimentally, the maximum velocity at which atoms can be transported is determined by the maximum velocity at
which the optical conveyor belt can be displaced. In our setup, this maximum velocity is at around $50 \mathrm{~mm} / \mathrm{s}$, limited by the slew rate of the control system (see Appendix B).

Considering the foregoing scaling of the transport velocity with $n$, the maximum velocity of the conveyor belt presently limits the transport distance to about one lattice site, $n \approx 1$, over which atoms can be transported following a quantum brachistochrone for trap depths up to $300 E_{\text {rec }}$, which have been considered in this work. We also note that the present optical-lattice control system [48] allows us to transport atoms over much longer distances with high fidelity, though in a time longer than $\tau_{\mathrm{QB}}$.

## APPENDIX M: MANDELSTAM-TAMM BOUND IN THE LIMIT OF LONG DISTANCES

We investigate the scaling of the Mandelstam-Tamm bound of Eq. (1) in the main text in the limit of long transport distances. In its most general form [19], when the initial $\left|\psi_{\text {init }}\right\rangle$ and target $\left|\psi_{\text {target }}\right\rangle$ states are not necessarily orthogonal, the Mandelstam-Tamm time reads

$$
\begin{equation*}
\tau_{\mathrm{QB}} \geq \tau_{\mathrm{MT}}=\frac{\ell_{\mathrm{geo}}}{\Delta E / \hbar} \tag{M1}
\end{equation*}
$$

where $\Delta E$ represents the time-averaged energy uncertainty [18] and $\ell_{\text {geo }}$ denotes the geodesic length as measured by the Fubini-Study metric [55], $\ell_{\text {geo }}=\arccos \left(\left|\left\langle\psi_{\text {target }} \mid \psi_{\text {init }}\right\rangle\right|\right)$.

Concerning the numerator in Eq. (M1), it is evident that $\ell_{\text {geo }}$ levels off to its maximum value, $\pi / 2$, since for long distances, $d \gg \Delta x$, the target state is effectively orthogonal to the initial state.

Concerning the denominator in Eq. (M1), it can be shown, see Eq. (K11), that for very long transport distances its expression is well approximated by

$$
\begin{equation*}
\Delta E / \hbar \approx \frac{d}{2 \Delta x} \frac{1}{\tau_{\mathrm{QB}}} \propto \sqrt{d} \tag{M2}
\end{equation*}
$$

where the last step follows from the scaling $\tau_{\mathrm{QB}} \propto \sqrt{d}$ expected for the quantum brachistochrone time $\tau_{\mathrm{QB}}$ as a function of the transport distance $d$; see Eq. (3) of the main text. The scaling of $\Delta E$ in Eq. (M2) results in the seemingly counterintuitive fact that $\tau_{\mathrm{MT}}$ is a monotonically decreasing function of the distance, in stark contrast with the monotonically increasing behavior of $\tau_{\mathrm{QB}}$ with respect to the distance. Note that with a different argument, the wrong scaling of the Mandelstam-Tamm bound was recognized before, studying the limit of very short transport durations in harmonic traps [46].
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### 5.3 Summary

In this chapter, the existence of a quantum speed limit of atom transport beyond local coupling in optical lattices has been verified. Single atoms prepared in the motional ground state of the optical lattice potential were transported by a distance of one lattice site $(\approx 0.5 \mu \mathrm{~m})$ in durations as short as the minimum fundamental limit, known as quantum speed limit. Using optimal quantum control, the transport operations are optimized to bring the atoms back to their motional ground state at the end of the transport, even though they may populate highly excited states during the process. We observed that for transport durations shorter than the quantum speed limit, the ground state population inevitably drops below unity. Moreover, using matter wave interferometry we have verified that the transport operations preserve coherence for all transport durations above the quantum speed limit.

The minimum transport duration revealed by the measurements is much higher than the one predicted by the Mandelstam-Tamm inequality. In the past, it was well understood that this was due to the complexity of the system that cannot be approximated by a two-level system. There was, however, no theoretical estimate of the minimum transport duration consistent with our measurements. We here presented an estimate that explains our observations, based on a geometric approach that only considers the states that can be physically reached by the system.

## chapter 6

## Summary and Outlook

In this thesis I have reported some results on the study of matter wave dynamics of single atoms in optical lattices. Particularly, in chapter 3 I have presented my results on time-resolved single-pixel imaging of the atomic wave packets in a static optical lattice. Even though the recorded images are restricted to a single pixel, they allow the observation of the single, double and triple peak structure of the first three eigenstates of the trapping potential. Moreover, the time-resolved single-pixel images contain not only information about the wave function but also the trapping potential. In fact, the Hamiltonian moments, the energy spectrum of the Hamiltonian and the population probabilities in the basis of motional eigenstates are extracted from the single-pixel images. Moreover, the phase of the single-pixel images of atomic wave packets in the lattice potential reveals different topological properties as compared to wave packets in a harmonic potential. The phase acquired by the single-pixel image of a wave packet in a harmonic potential is topologically protected against phase winding, while for wave packets in the lattice potential the topological protection is broken. This observation opened room for new questions on possible topological properties that have been left for a future work. The questions include a possible definition of a winding number for wave packets in anharmonic potentials and the possibility of observing topological phase transitions with the imaging method presented in this thesis. Another extension to the work presented in chapter 3 is the generalization to multi-pixel imaging that could be obtained by spatially displacing the reference wave function to different locations, mimicking a multi-pixel detector.

In chapter 4, the single-pixel images of the atomic wave packets obtained with the method presented in chapter 3 have been used to verify the Mandelstam-Tamm (MT) and Margolus-Levitin (ML) bounds for atomic wave packets in a static lattice potential. The bounds set a limit to the maximum rate of change of the wave packet, known as quantum speed limit. The MT and ML bounds are characterized by the energy spread and the mean energy of the wave function respectively. The two bounds may predict different values, therefore, two regions in the time domain are defined: one where the MT bound is more restrictive and one where the ML bound is more restrictive. The two regions meet at the crossover time $\tau_{c}:=\pi \hbar E /(2 \Delta E)$ where the two bounds predict the same value. For evolution times shorter than $\tau_{c}$ the MT bound is more restrictive while for longer times the ML bound is more restrictive. The measurements here presented cover both regions and a transition from the MT region to the ML region is observed. Experimental demonstrations of the MT and ML bounds have been done in the past for effective two-level systems [40, 84, 85], however, to my knowledge this is the first demonstration of the MT and ML bounds in a multi-level system. Additionally, the difference between the maximum rate of change imposed by the MT bound and the measured rate of change of the atomic wave packets, quantified by the Fubini-Study metric, has been obtained for 34 different initial states. It has been found that, as the energy spread increases, the difference converges to a small value even though the wave packet populates many energy
levels thus deviating from a simple two-level system.
In chapter 5, the quantum speed limit was verified for a quantum process more involved than the one discussed in chapter 4, namely the transport of atomic wave packets without final vibraional excitations over distances much longer that the width of the wave packet. The existence of a minimum duration of a transport operation with limited resources has been verified. The atoms were transported with trajectories obtained by optimal quantum control which minimizes the final motional excitations. It was observed that the atoms, initially prepared in the motional ground state, are still in the ground state after the transport when the transport duration is above the quantum speed limit. For durations below the speed limit, however, a finite probability of populating higher motional levels is unavoidable. The minimum transport duration observed is well beyond the one predicted by the MT bound, but we have provided a theoretical estimate, based on geometric arguments, consistent with the measurements. Moreover, using atom interferometry we have verified that the transport operations preserve coherence.

In future measurements, the fast coherent atom transport operations over one lattice site could be directly applied on quantum walks experiments. The shorter duration of the transport process translates into a higher number of operations within the coherence time of the system. This is important when a minimum number of steps is required, as in the measurement of topological invariants with the split-step quantum-walk protocol [88]. An immediate extension of the work here presented is the transport over longer distances. This would increase the enclosed space-time area of an atom interferometer, therefore boosting its sensitivity [89, 90]. Computing optimal trajectories for longer transport distances requires a higher computational power since the size of the search space increases (for example a higher number of Fourier components). Moreover, the atoms transported over longer distances reach higher speeds. This brings more challenges from the technical side since the position control of the lattice has a maximum speed, limited by the slew rate of the optical phase-locked loop. This could be overcome substituting the feedback control by feedforward control [91].

In chapter 4 we have seen that atomic wave packets in a static optical lattice evolve at a rate very close to the limit imposed by the Mandelstam-Tamm bound. On the other hand, in chapter 5 we have seen that the quantum speed limit of excitation-less atom transport is orders of magnitude slower than the limit imposed by the Mandelstam-Tamm bound, but is consistent with the estimate obtained from geometric arguments. Future investigations along this line could bring up important insight about what determines the minimum duration of a quantum process. A deeper understanding of this topic can have important implications in quantum technologies, since it can help in identifying systems that can be potentially faster, an important criterion in a field that is in constant need of speeding up quantum processes.
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## Change of energy reference of Hamiltonian moments

The Hamiltonian moments obtained with the method presented in Sec. 3.4 are given with respect to the energy of the reference wave function. The values plotted in Fig. 3.6 are all given with respect to the energy of the ground state. In this section, the expression to do the change of energy reference is derived.

Let $E_{i}$ be the eigenenergies of the Hamiltonian, with $i$ being the eigenstate number, and let the ground state's energy define the zero energy reference, i.e. $E_{0}=0$. The Hamiltonian moments computed with respect to the ground state's energy are

$$
\begin{equation*}
\left\langle\mathcal{H}^{n}\right\rangle=\sum_{i=0}^{\infty} E_{i}^{n} p_{i} \tag{A.1}
\end{equation*}
$$

where $p_{i}$ is the population probability of the $i$ 'th eigenstate. The Hamiltonian moments computed with respect to another energy reference $E^{\prime}$ are

$$
\begin{align*}
\left\langle\mathcal{H}^{n}\right\rangle^{\prime} & =\sum_{i=0}^{\infty}\left(E_{i}-E^{\prime}\right)^{n} p_{i} \\
& =\sum_{i=0}^{\infty} \sum_{k=0}^{n}\binom{n}{k} E_{i}^{n-k}\left(-E^{\prime}\right)^{k} p_{i} \tag{A.2}
\end{align*}
$$

where $\binom{n}{k}=n!/(k!(n-k)!)$ is the binomial coefficient. Exchanging the order of the sum this is

$$
\begin{align*}
\left\langle\mathcal{H}^{n}\right\rangle^{\prime} & =\sum_{k=0}^{n}\binom{n}{k}\left(-E^{\prime}\right)^{k} \sum_{i=0}^{\infty} E_{i}^{n-k} p_{i}, \\
& =\sum_{k=0}^{n}\binom{n}{k}\left(-E^{\prime}\right)^{k}\left\langle\mathcal{H}^{n-k}\right\rangle \tag{A.3}
\end{align*}
$$

where Eq.(A.1) has been used for the second equality. This way, the Hamiltonian moments computed with respect to one energy reference can be obtained form the moments computed with respect to another energy reference.

## APPENDIX

## Overlap between coherent states

In this section I will prove that the overlap between two coherent states evolving under the same harmonic potential is always non-zero. Consider a coherent state $\left|\phi_{\alpha}(t)\right\rangle$ associated to the parameter $\alpha$, i.e. $a\left|\phi_{\alpha}(t)\right\rangle=\alpha\left|\phi_{\alpha}(t)\right\rangle$ where $a$ is the creation operator. The wave function $\left|\phi_{\alpha}(t)\right\rangle$ in the coordinate representation is [92]

$$
\begin{equation*}
\phi_{\alpha}(t, x)=c(\alpha, t, \omega) e^{\sqrt{2} \alpha(t) x / x_{0}-x^{2} /\left(2 x_{0}^{2}\right)} \tag{B.1}
\end{equation*}
$$

where $c$ is a non-zero complex number that depends on $\alpha$, the evolution time $t$ and the trapping frequency $\omega$, and $\alpha(t)=\alpha \exp (-i \omega t)$. The overlap between two coherent states at different evolution times $t_{1}$ and $t_{2}$ is

$$
\begin{align*}
\left\langle\phi_{\alpha}\left(t_{1}\right) \mid \phi_{\alpha}\left(t_{2}\right)\right\rangle & =\int_{-\infty}^{\infty} \mathrm{d} x \bar{\phi}_{\alpha}\left(t_{1}, x\right) \phi_{\alpha}\left(t_{2}, x\right) \\
& =\bar{c}\left(\alpha, t_{1}, \omega\right) c\left(\alpha, t_{2}, \omega\right) \int_{-\infty}^{\infty} \mathrm{d} x e^{\sqrt{2} \bar{\alpha}\left(t_{1}\right) x / x_{0}-x^{2} /\left(2 x_{0}^{2}\right)} e^{\sqrt{2} \alpha\left(t_{2}\right) x / x_{0}-x^{2} /\left(2 x_{0}^{2}\right)} \\
& =\bar{c}\left(\alpha, t_{1}, \omega\right) c\left(\alpha, t_{2}, \omega\right) \int_{-\infty}^{\infty} \mathrm{d} x e^{\sqrt{2}\left(\bar{\alpha}\left(t_{1}\right)+\alpha\left(t_{2}\right)\right) x / x_{0}-x^{2} / x_{0}^{2}} . \tag{B.2}
\end{align*}
$$

From the Hubbard-Stratonovich transformation [93, 94], the last integral is non-zero. Therefore, $\left\langle\phi_{\alpha}\left(t_{1}\right) \mid \phi_{\alpha}\left(t_{2}\right)\right\rangle \neq 0$.

## Bound of the phase of single-pixel images

If a complex number $c$ is contained in a circle with center at $p_{k} \in \mathbb{R}$ and a radius $1-p_{k}$ with $0.5 \leq p_{k} \leq 1$, then its phase $\varphi=\arg (c)$ is bounded by

$$
\begin{equation*}
|\varphi| \leq \arcsin \left(\frac{1-p_{k}}{p_{k}}\right) \tag{C.1}
\end{equation*}
$$

As illustrated in Fig. C.1, the triangle defined by the points $\mathrm{O}, \mathrm{A}$ and B is a right-angled triangle. Therefore, the angle at the origin is $\varphi_{\max }=\arcsin \left[\left(1-p_{k}\right) / p_{k}\right]$ which is an upper bound on the phase of any complex number inside the circle, thus proving Eq.(C.1). This sets an upper bound on the phase of the single-pixel image of a state with population $p_{k}$ in a single eigenstate, as discussed in Sec. 3.5.


Figure C.1: Phase bound of single-pixel images. The phase of a complex number inside the orange circle is bounded by the expression given in Eq.(C.1).
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[^0]:    ${ }^{1}$ Before turning the magnetic field off, the current of the MOT coils is shortly increased in order to increase the field's gradient, therefore compressing the MOT cloud. Simultaneously, the current of the compensation coils is linearly swept in order to drag the MOT cloud along the lattice. This increases the transfer efficiency into the lattice.
    ${ }^{2}$ The exact temperature depends on the depth of the potential, for more details see Sec. 2.2.3

[^1]:    ${ }^{3}$ The contribution of $I_{\sigma^{+}}$and $I_{\sigma^{-}}$to the potential depends on the lattice wavelength. The expressions here given correspond to the magic wavelength. A different wavelength can be chosen such that $U_{|3,3\rangle}$ only depends on $I_{\sigma^{-}}$while $U_{|4,3\rangle}$ only depends on $I_{\sigma^{+}}$. Such configuration is optimal for certain measurements here presented. However, a change of lattice wavelength requires a major re-optimization of the setup, which given the time constraint we have decided not to do.

[^2]:    ${ }^{4}$ In our experiment, the atoms are loaded within a range of less than 200 lattice sites, which is one order of magnitude smaller than the Rayleigh length $z_{R}=\pi \omega_{0}^{2} / \lambda$

[^3]:    ${ }^{5}$ The magnetic field that defines the quantization axis is generated by a pair of coils in Helmholtz configuration [50]
    ${ }^{6}$ Electric dipole transitions are forbidden due to selection rules.

[^4]:    ${ }^{7}$ A proportional-double-integral-derivative (PI2D) lock box D2-125 from Vescent Photonics
    ${ }^{8}$ Direct digital synthesizer AD9954 from Analog Devices
    ${ }^{9}$ Since wave plates are never perfect, we actually use two (imperfect) quarter wave plates to produce the desired polarization
    ${ }^{10}$ The quantization axis points in the same direction as the non-synthesized arm. The right-circularly polarized beam of the synthesized arm therefore corresponds to the $\sigma^{-}$component while the left-circularly polarized corresponds to the $\sigma^{+}$ component

[^5]:    ${ }^{11}$ Similarly to the intensity control loop, the two polarization components are split by a wollastone prism in order to independently control the two components.
    ${ }^{12}$ Hamamatsu G4176-03
    ${ }^{13}$ MC100EP140, ON Semiconductor
    ${ }^{14}$ Direct digital synthesizer AD9954 from Analog Devices
    ${ }^{15}$ A proportional-double-integral-derivative (PI2D) lock box D2-125 from Vescent Photonics

[^6]:    ${ }^{16}$ The solutions are obtained numberically using the Strang split-step integration method [63]
    ${ }^{17}$ If the atom decays to $F=4$ with $m_{F}<4$, the atom is pumped back to $|4,4\rangle$ by the $\sigma^{+}$-polarized optical pumping beam $\left(F=4 \rightarrow F^{\prime}=5\right)$ which is also turned on during the whole cooling process

[^7]:    ${ }^{18}$ This is done in a non-displaced lattice (no logitudinal displacement between $\sigma^{+}$and $\sigma^{-}$components of the lattice) to suppress the transitions between different motional levels.

[^8]:    ${ }^{19}$ The main contribution to the atom losses comes form the atoms that remain in $|4,4\rangle$ after the initial carrier $\pi$-pulse. Those atoms are pushed out on purpose, otherwise they may be transferred to $|3,3\rangle$ during the removal cycle

[^9]:    ${ }^{20}$ We here remind the reader that the phase and the position of the lattice are related by Eq.(2.18).

[^10]:    ${ }^{1}$ To prepare the atoms in a specific eigenstate of $\left|F=3, m_{F}=3\right\rangle$, they are initially prepared in the ground state of $\left|F=4, m_{F}=4\right\rangle$ and transferred to $\left|F=3, m_{F}=3\right\rangle$ with a sideband resolved microwave pulse (see Sec. 2.1.4)

[^11]:    ${ }^{2}$ As mentioned in chapter 2, the simulation of the wave packet evolution is done using the Strang split-step integration method [69], and more details can be found in [63, 70]
    ${ }^{3}$ In the harmonic approximation of the trapping potential (expansion up to the second order), the oscillation period is $\tau_{\text {НО }}=\sqrt{\lambda^{2} m /(2 U)}$ where $\lambda$ is the lattice wavelength, $m$ is the mass of the atom and $U$ is the trap depth

[^12]:    ${ }^{4} \psi_{\downarrow}(x, t)$ is written in terms of the eigenstates of the spin-up potential and this is why it is a sum of multiple terms. But it only acquires a global phase because it is actually trapped in the spin-down potential where it only occupies the $m^{\text {th }}$ eigenstate.

[^13]:    ${ }^{5}$ Here $x_{0}$ is the width of the normalized Gaussian wave function $\psi_{0}(x)=\left(x_{0}^{2} \pi\right)^{-1 / 4} e^{-x^{2} /\left(2 x_{0}^{2}\right)}$

[^14]:    ${ }^{6}$ Without loss of generality, we moved to the reference frame rotating at a constant angular frequency equal to $2 \pi\left|v_{m}-v_{k}\right|$ where $m$ corresponds to the eigenstete in which the reference wave function is prepared. Since the rotation is done around the origin, the change of frame has no influence on the distance between the origin and the trajectory

[^15]:    ${ }^{1}$ The energy spread is the standard deviation of the Hamiltonian $\Delta E^{2}=\langle\psi| \mathcal{H}^{2}|\psi\rangle-\langle\psi| \mathcal{H}|\psi\rangle^{2}$.

[^16]:    ${ }^{2}$ Even though the energy spread can be computed from the first two energy moments measured in Sec. 3.4 , we here use a method that extracts the energy spread from $O(t)$ in a direct way, providing a more accurate value.

[^17]:    * alberti@iap.uni-bonn.de

[^18]:    ${ }^{1}$ Please note that in this chapter $\Delta x$ refers to the width of the wave packet, as opposed to chapter 4 where it refers to the lattice displacement.
    ${ }^{2}$ In a metric space, the geodesic is the path that minimizes the distance between two states.

[^19]:    *alberti@iap.uni-bonn.de
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