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Abstract

This thesis describes the theoretical and experimental work for reaching fast, high fidelity transport
operations of single cesium atoms in a state-dependent optical lattice. By applying optimal control
theory to position and depth of the optical lattice potential and using a computer simulation judging
the fidelity, fast transport sequences preserving the internal atomic quantum state and preventing
any motional excitation can be identified. To allow transport times down to a few microseconds the
feedback control system used for steering depth and position of the optical lattice deterministically is
overdriven in a controlled way. Transport induced motional excitations are measured experimentally
by means of a special microwave sideband spectroscopy, which is improved to reliably detect any
excitation and allows a full tomography of the vibrational states of the anharmonic optical lattice
potential. Optimal control sequences allowing single site transport of atoms in the oscillation period
of the trapping potential are believed to reach the fundamental quantum speed limit of the system.
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Introduction

In the recent years trapped ultracold atoms have become a versatile platform for a variety of quantum
optical applications. Atomic optical lattice clocks for example are currently the most stable, and
therefore most precise, timekeepers in the world [1]. State of the art atomic clocks now reach fractional
systematic uncertainties down to 1 × 10−18 [2, 3] and instabilities in the order of 1 × 10−16 at 1 s [2, 4,
5] triggering even discussions about redefinition of the International System of Units (SI) second [5].
Neutral atoms in optical lattices also represent a strong contender in the pursuit of quantum com-

puting and quantum simulation. With the advantage of high controllability and tuneability, these
experiments can easily deal as quantum simulators [6] mimicking the Hamiltonian of other systems.
This allows not only simulating known matter, like solid state systems [7–9], but also artificial quantum
matter, like topological insulators [10]. In the last years solid-state topological insulator devices have
attained a high level of control enabling the demonstration of quantum devices such as electronic
Mach-Zehnder and Hong-Ou-Mandel-like interferometers [11, 12]. However solid state topological
insulator systems still face a lot of experimental challenges like high magnetic fields or the need for
cryogenic temperatures to suppress finite temperature e�ects [13]. Cold atoms trapped in optical
lattices instead provide the experimenter with high precision control over the system at hand. The
depth of the trapping potential and therefore the tunneling rate to neighboring lattice sites can be
directly tuned by changing the power of the lattice beams using electro- or acousto-optical modulators
[14]. Methods for single-atom state preparation and detection e. g.by fluorescence imaging [14] of the
internal and external states of optically trapped atoms, state-dependent optical lattice schemes in two
dimensions [10], as well as imaging techniques with single lattice-site resolution [15–17] have been de-
veloped in the last years. The current state of the art experiments pave the way for scalable quantum
computers [18] with the ability for the realization of fundamental quantum gates [19], quantum error
correction [20] or topologically protected surface codes [21].
The building block of our research in Bonn is the discrete-time quantum walk (DTQW), i.e. the

quantum mechanical equivalent of the classical random walk. Therefore single massive cesium atom
are trapped in a one-dimensional state-dependent optical lattice [14] and quantum information is
encoded in two long-lived hyperfine ground states as well as in the spatial position of the lattice. The
DTQW protocols are defined by periodic sequences consisting of internal state rotations and state-
dependent spatial translations, which makes the experiments fall under the class of Floquet systems.
This driving provides the flexibility of tuning the quantum system, which allowed the realization of
atomic quantum interferometers with massive particles like Hong-Ou Mandel interferometers [14]
or experiments on the violation of the Leggett-Garg-Inequality using ideal negative measurements
[22]. The driving also gives rise to novel properties not possessed by static quantum systems. For
example DTQW in 1D described by the theory of Floquet topological insulators [23] show a much
richer topological phase diagram [24] than expected by the theory of non-driven topological systems
[25]. These topological nontrivial phases are directly accessible by just varying the protocol of the
walk evolution and the associated topologically protected edge states even show robustness against
environmental induced decoherence [10]. Therefore DTQWs with ultracold neutral atoms trapped
in optical lattices o�er a versatile and highly tunable platform for the experimental investigation of
topological insulator materials.
But making a quantum system tunable requires full control over all possible degrees of freedom.
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In the case of DTQW with neutral atoms this demands not only for controlling the preparation and
induced transition between the internal electronic states of the atom, but also control over the external
state – the spatial position in the optical lattice and transport between lattice sites. Our recently built,
fast, high-precision optical polarization synthesizer [14, 26] allows control over the relative position
between the two standing waves of the polarization-synthesized optical lattice to a precision of 1.2Å,
which corresponds to less than 0.03 % of the lattice site spacing. Together with the possibility to
cool the atoms to the motional ground state of the lattice potential by means of sideband-resolved
microwave transitions this allows a robust positioning of the atom in the static dipole trap even for
long storage times [14].
Interferometry applications like DTQWs require transport operations of single atoms over multiple

lattice sites, where the atomic internal quantum state should not be altered. In the case of optical
lattices this does not only includes the spin state, but also the (quantized) motional excitation inside
the lattice potential wells. One approach to achieve transport operations which do not excite the
atom to higher motional states is by adiabatically ramping the trap position and therefore dragging
the atoms slowly with the moving lattice. But unfortunately this also limits the speed of operations
extremely, often to times much longer than the coherence time of the quantum system, which is the
main limitation for long multiple-step experimental sequences.
Shortcuts to adiabaticity can be obtained by the use of optimal control theory. By e�ectively

allowing arbitrary modulations of the transport trajectories both the transport fidelity as well as the
transport time can be optimized by employing mathematical optimization algorithm. Optimal control
generally describes the methods used to find a control feedback which minimizes or maximizes a
specific performance criterion of a control system overcoming the iterative trial-and-error attempt of
classical control system design [27]. Constraint optimal control approaches also allow to include any
practical limits on the laboratory controls [28]. In the last years, optimal control theory was applied
to numerous quantum experiments obtaining control in manipulating and initialization of photonic,
atomic or ionic states [29–31]. High-speed operations in quantum systems is a key element in quantum
information processing and quantum computation and in the last years the number of optimal control
applications grew continuously, for instance providing the experimenters with methods to counteract
decoherence [32]. In ultracold atom experiments quantum optimal control was used to e.g. realize
quantum phase transitions [33], to produce entanglement by trap shaking [34] and to interfere matter-
waves [35]. Until now optimal control for transporting single particles was only applied to single ions in
segmented linear traps allowing fast transport of ions over macroscopic distances without producing
significant excitations [36]. Numerical optimization approaches based on the theory of optimal control
were already successfully applied to atoms trapped by optical tweezers [37, 38]. The theoretical
limitation of dynamical speedups due to optimal control theory is only given by the quantum speed
limit. This fundamental limit of any quantum system [39] results from the Heisenberg energy time
uncertainty relation. Whether one can reach this speed limit in the context of fast atomic transport
should be answered in this thesis.

Outline

This thesis is divided into four parts: In chapter 1 the theoretical background and experimental
realization of an one-dimensional optical lattice for cesium atoms is presented. In chapter 2 is shown
how polarization synthesis is used to allow transporting atoms dependent on their internal qubit state.
After recapping the microwave sideband cooling scheme and presenting a motional state tomography
scheme in chapter 3, chapter 4 introduces the ideas of optimal control theory, which are then applied
to the problem of transporting single atoms under the demand for speed and preservation of their
quantum states. Using a computer simulation of the quantum system fast, high-fidelity transport
sequences are identified and analyzed experimentally.
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Chapter 1

State-dependent optical lattices

Optical lattices are spatially periodic potentials generated by the interference of counter-propagating
laser beams and are widely used for cooling, trapping, shaping and transporting atomic clouds,
Bose-Einstein condensates and single atoms. While most experiments rely on optical lattices which
trap particles independent of their quantum state, our experimental setup allows the state-dependent
control over the trapped atoms, which enables for instance the spin-dependent shift operation in
quantum walk sequences or the application of sideband-resolved microwave spectroscopy.

State-dependent trapping

The key di�erence between quantum and classical mechanics is the phenomenon of superposition
of states giving rise to interference e�ects and the uncertainty principle. When working with quantum
systems with multiple levels in the context of quantum information applications or e. g. atomic quan-
tum interferometers for proving fundamental physical properties and behaviors, the di�erent levels
are not only used for storing quantum information, it is also necessary to couple di�erent states allow-
ing conditional manipulation of quantum information as needed for example for quantum walks or
enabling quantum gates for quantum computing. In our experiment we encode quantum information
in the two outermost atomic hyperfine ground states of Cesium,

|↑〉 = |J = 1/2, I = 7/2〉 ⊗ |F = 4, mF = 4〉
|↓〉 = |J = 1/2, I = 7/2〉 ⊗ |F = 3, mF = 3〉 , (1.1)

as shown in figure 1.1. We will call these states spin states or qubit in the following. Furthermore
quantum information is also encoded in the position degree of freedom, where the Wannier states
best describe the atomic wave packet localized at some position |x〉. Coupling these two degrees
of freedoms can be realized by state-dependent optical dipole forces, where the trapping potential
depends on the spin state in which the atom is located. By individually controlling the position of
these trapping potentials state-dependent transport of atoms can be realized which in our experiment
is an essential tool for quantum interferometer applications.
The concept of state-dependent optical trapping goes back to Deutsch [40] and Jaksch [41] around

1998 and relies on the di�erences in the dipole interaction between optical radiation and individual
internal atomic level. It has since been used experimentally in a lot of di�erent applications, reaching
from transport of neutral atoms while keeping its coherence [19] to quantum walks of single neutral
atoms [42].
The big challenge of state-dependent trapping is to engineer two spatially overlapped, but indepen-

dently controllable optical dipole traps which just have e�ect on atoms in a specific internal atomic
state.
In this chapter, I will first reflect the concepts of the optical dipole force as well as the properties

and limits of optical lattices in section 1.1 and explain our state-dependent optical lattice setup in 1.2,
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Fig. 1.1: Qubit states. The outermost hyperfine states |↑〉 = |2S1/2; F = 4, mF = 4〉 and |↓〉 =

|2S1/2; F = 3, mF = 3〉 in the 2S1/2 ground state of cesium build the qubit states of our atom interferom-
eter. The energy di�erence between these two hyperfine levels is enlarged to ~ω0 ≡ h ν0 ≈ 9.2 GHz× h
due to a Zeeman splitting of the mF hyperfine levels resulting from a magnetic field of |B0 | = 3 G,
which forms the quantization axis for angular momentum states.

before taking a closer look at the form and distribution of quantum states trapped by lattice potential
in section 1.3 and 1.4.

1.1 Optical dipole potential
The optical dipole force is the attractive or repulsive force induced by the interaction between atomic
energy levels and a (far) detuned laser field. It can be understood semiclassically (see e. g. [43]) as
the electric field E(x, t) = ε̂ E0(x) cos (ωt) inducing an atomic dipole moment µ(x, t) = ε̂ p(x) cos (ωt)
oscillating at the driving frequency ω with amplitude p(x) = α(ω) E(x) given by the complex polariz-
ability α. The e�ective potential induced by this coupling is then given by

U(x) = −1

2
〈µ(x, t) · E(x, t)〉t = − 1

2ε0c
Re(α(ω)) I(x) (1.2)

where 〈·〉t denotes the time average and I(x) = 2ε0c |E(x)|2 the light field intensity. Taking the
expression for the polarizability α derived from a classical Lorentz oscillator with resonance frequency
ω0 and using the rotating wave approximation, the dipole potential can be expressed as

U(x) = 3πc2

2ω3
0

Γ

∆
I(x) (1.3)

where ∆ = ω −ω0 is the detuning of the light field to the resonance frequency of the atomic oscillator
and Γ the on-resonance damping rate is determined by the dipole matrix element between ground |g〉
and excited state |e〉 [44],

Γ =
ω3

0

3π~ε0c3
|〈e| µ |g〉 · ε |2 . (1.4)

For a red-detuned light field (∆ < 0) the potential is attractive and a blue-detuned dipole trap (∆ > 0)
gives rise to an repulsive potential trapping the atoms in the intensity maxima of the light field.
The cesium atoms trapped in our experiment exhibit a complex electronic multilevel substructure,

which demands for a quantum mechanical description of the problem. The interaction between far-
detuned light field and the electronic level structure of the atomic quantum system can be expressed
semi-classically as the interaction Hamiltonian

Hint(t) = −µ · E(t) (1.5)

where µ now denotes the dipole operator. The optical dipole potential a�ecting an atom in ground
state |i〉 can then be understood as the light induced energy shift – the so called ac Stark e�ect –
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Fig. 1.2: State-dependent optical lattices resulting from a superposition of a linear polarized beam with a po-
larization synthesized beam. This results in two standing waves of σ+ and σ− polarized light forming
a dipole potential for the two spin states, while allowing the independent control on the positions of
the two beams. The quantization axis is defined by a magnetic field of |B0 | = 3 G along the direction
of the optical lattice.

arising from second order perturbation theory1

U i(x) = ∆E|i〉,ac Stark =
1

4~

∑
k,i

|〈k |Hint(0) |i〉|2
ω − ωki

=
1

2~ε0c

∑
k,i

|〈k | µ |i〉 · ε |2
ω − ωki

I(x) , (1.6)

where ωki = ωk − ωi is the transition frequency between the ground state |i〉 and excited state |k〉.

1.1.1 Optical lattice
The optical dipole potential in our experiment are formed by two counter-propagating Gaussian laser
beams at λdt = 865.9 nm wavelength which are focused to a waist of wdt = 17 µm inside the vacuum
glass cell and form a standing wave pattern in the longitudinal direction, which I will denote by x.
The phase φ of one of the two beams can be modulated via an acousto-optical modulator (AOM),
as explained in detail in section 2.1, and the spatial intensity pattern as a function of longitudinal
position x and radial distance ρ =

√
y2 + z2 can therefore be written as

I(x) = I0 cos2 [kdtx − φ/2] e−2ρ2/w2
dt (1.7)

where kdt = 2π/λdt is the lattice beam wavevector. Here we neglected any spatial aberrations as well as
the curvature and Gouy phase of the Gaussian beams, which is a good approximation for the region
of interest – a few hundred lattice sites in which experiments are performed. The resulting dipole
interaction therefore forms a periodic sinusoidal potential with lattice spacing adt = λdt/2, which can
be written as

U(x) = −U0 cos2 [kdt(x − x0)] e−2ρ2/w2
dt (1.8)

and is commonly known as an optical lattice. The lattice position x0 can be controlled by modulating
the phase φ via the AOM and therefore allows the transport of cooled, trapped atoms by dragging
them along with the lattice (see chapter 1). I will define the position of the lattice to be

x0 =
λdt
2

φ

2π
= adt

φ

2π
(1.9)

A more detailed description of the experimental can be found in [45] for the main experimental
apparatus and [14] for the improvements implemented in the last years.

1.1.2 Scattering of lattice photons
The calculation above just took into account the trapping e�ect of the optical dipole potential and
it seemed, that allowing high laser intensities to generate really deep lattices is the way to go, to

1 See derivation in A.1.
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optimally trap even not perfectly cooled atoms. Though one has to take into account the likelihood
that trapped atoms also scatter light, which leads to two undesired e�ects.
One can approximate the quantum system as a two level system which coupled via the dipole trap

radiation. Under this assumption, as shown in Robens [14], and using the generalized Fermi’s golden
rule, the photon scattering rate can be calculated and is given by

Γscat =
6πc2

ω3
0

(
Γ

∆

)2

I , (1.10)

and is directly proportional to the intensity I of the dipole trap light at the position of the atom.
From the rules of energy and momentum conservation, each lattice photon scattered on the atom

now increases the total energy of the atoms by ∆E = 2 Erec, where the recoil energy is given by

Erec =
h2

2 M λ2
dt

, (1.11)

with M = 2.273 395 7 × 10−25 kg the cesium-137 atomic mass. This leads to heating of the atoms,
which increases the mean motional state and can also lead to a complete loss of the atom.
The second e�ect, which is not so important for the here considered transport of single atoms,

but for it’s application like atomic interferometer experiments, is decoherence. Scattering of lattice
photons leads both to dephasing in the spatial position as well as in the spin degree of freedom. When
a lattice photon is scattered from the atom, the quantum position state is e�ectively measured, which
destroys spatial coherence by projecting the quantum walker’s wave packet into a single lattice site.
The main e�ect leading to decoherence in the spin state, is elastic Rayleigh scattering, which preserves
the spin populations and just leads to pure spin dephasing. In a simple model [46], the decoherence
rate, describing the loss of information with time is directly proportional to the intensity of the lattice
potential,

γdec ∝ I *
,

1

∆2
D2

−
1

∆2
D1

+
-
. (1.12)

Here ∆D1 and ∆D2 are the detunings of the lattice beam with respect to the D1 and D2 line.
Therefore, to reduce the photon scattering rate of the optical lattice beams to a minimum, the laser

intensities of the lattice beams have to decreased as much as possible and far of-resonant dipole traps
are preferred, since both the photon scattering rate as well as the decoherence rate scale as 1/∆2,
while the potential scales only as 1/∆. However, to ensure that even not perfectly cooled atoms are
still trapped properly and also due to a limited range for of our intensity lock setup, which is presented
in chapter 2, the laser intensity should not be lowered below 5 µK to 10 µK.
The experimental sequences cosidered in this thesis will mainly involve two di�erent intensity levels.

Loading the atoms from the MOT to the lattice as well as imaging with the EMCCD camera demands
for high laser powers to obtain good trapping and confinement. We therefore employ our deep optical
lattice by providing ∼ 30 mW of optical power in each of the two counter-propagating laser beams,
which results in a trap depth of aboutU0 = 370 µK×kB. To reduce decoherence and scattering induced
losses during experimental sequences we then reduce the potential depth to about 80 µK× kB by using
only 6 mW of optical power per lattice beam. As we will see in chapter 4, optimal control transport
with transport times down to the quantum speed limit can demand – due to technical limitations of
our amplitude locks – for even shallower traps with trap depths down to 10 µK×kB. All these di�erent
modes of operation give rise to a wide range of trap depths.

1.2 State-dependent optical lattice for cesium
Although we are interested in state-dependently trapping the two hyperfine structure qubit states |↑〉
and |↓〉, it is useful to first ignore the hyperfine structure and look at AC vector polarizabilities of the

14



Fig. 1.3: Optical lattice setup. The laser source – a Ti-sapphire laser system delivering up to 2.5 W output
power at a wavelength of λdt = 865.9 nm – is split using a non-polarizing beamsplitter (BS) into two
parts of equal intensity. Using a half-wave plate (λ/2) combined with a polarization beam splitter, one
of the beams is splitted into two components which later form the two circular polarized lattice beams.
The optical dipole traps are formed by overlapping this pair of laser beams (coming from the right)
with a counter-propagating linear polarized beam (coming from the left) which e�ectively forms two
standing waves of circular polarization. Phase and intensity control of the lattice beams is achieved via
acousto-optical modulators (AOM) controlled by an electronic lock loop. The electronic phase and
intensity lock is based on a direct measurement of the intensities of the two circular polarized arms
– detected by a photodiode (PD) combined with a pick-up plate (PP) – as well as a measurement of
the beating signal between the polarization synthesized and reference beam from which the relative
phase of the two lattices can be determined. The electronic lock setup is shown in more detail in
figure 2.2. Splitting and overlapping beams of di�erent polarization is done using multiple Wollaston
prisms (WP). The set points controlling trap depth and lattice position are directly controlled by the
laboratory computer system. For simplicity the pure intensity lock of the linear polarized reference
beam, indicated by the AOM on the left hand side, is omitted.

two fine structure states

|+〉 = |L = 1/2, S = 1/2〉 ⊗ |J = 1/2, mJ = +1/2〉
|−〉 = |L = 1/2, S = 1/2〉 ⊗ |J = 1/2, mJ = −1/2〉 . (1.13)

As illustrated in figure 1.4 one can now find a wavelength λ?dt, which is blue detuned to the D1

transition (2S1/2 →
2P1/2) and red detuned to the D2 transition (2S1/2 →

2P3/2), such that an atom in
state |±〉 does not experience any potential arising from σ∓-polarized light. The di�erent sign in the
detuning then cancels the attractive and repulsive contribution from the two mJ = ∓1/2 states, one in
2P1/2 and one in 2P3/2. Therefore state |±〉 just sees the attractive potential arising from σ±-polarized
light, which allows a state-dependent lattice setup. The so-called magic wavelength for cesium can
be calculated numerically by use of equation (1.6) taking into account the coupling to all excited
hyperfine states and lies at λ?dt = 865.9 nm. I will set λdt = λ?dt in the following.

Experimental setup

In the experiment, we like to overlap two standing waves of σ+ and σ− polarized light forming a
dipole potential for the two spin states, while allowing the independent control on the positions of the
two beams. The quantization axis is defined by a magnetic field of |B0 | = 3 G along the direction of
the dipole laser beams. Therefore we superpose a linear polarized beam with polarization ε̂ lin with a
pair of left- and right-handed polarized beams of polarization ε̂±, which are individually controlled by
two AOMs imprinting the phases φ± on the light fields. The laser source is a Ti-sapphire laser system
which delivers up to 2.5 W output power. Its beam is separated into the counter-propagating arms of
the optical lattice using a beamsplitter. The setup is shown in detail in figure 1.3.
Using the fact that the linear polarization of the reference beam can be expressed as a superposition
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Fig. 1.4: State-dependent dipole force. At the magic wavelength λdt = λ?dt the attractive and repulsive forces
associated to the four mJ = ±1/2 states cancel out each other in pairs, so that atoms in state |+〉
just see the attractive potential arising from σ+-polarized and atoms in |−〉 only the one arising from
σ−-polarized light.

of the two circular polarizations, ε̂ lin = (ε̂+ + ε̂−)/
√

2, the electric field can be written as

E(x, t) = A(ρ) [
E0 ε̂ lin eikdtx +

(
E+0 ε̂+ eiφ+ + E−0 ε̂− eiφ−

)
e−ikdtx

]
e−iωt

= A(ρ) [
E+0 ε̂+

(
1 + e−i(2kdtx−φ+)) + E−0 ε̂−

(
1 + e−i(2kdtx−φ−))]

ei(kdtx−ωt) (1.14)

where we assumed that the intensity of the linear polarized reference beam is always set to the summed
intensity of the two circular polarized beams, E+0

2
+ E−0

2
= E0

2 and that the radial dependency

A(ρ) = e−ρ
2/w2

dt is common for all beams. At the magic wavelength, λdt = λ?dt, an atom in the
state |±〉 exhibit just the light force from the σ±-polarized part, the e�ective dipole potential reads
U±(x) = −U±0 cos2

�
kdt(x − x±0 )

�
e−2ρ2/w2

dt , where U±0 ∝ I±0 ∝ E±0
2 1 and x±0 = adtφ±/(2π), which can be

tuned by controlling the radio signal of the two AOMs.
The individual control over the phases φ± and amplitudes E±0 of the σ±-polarized light can also

be viewed as a complete synthesis of the polarization of the lattice beam coming from the right [26].
From equation (1.14) we can see, that the polarization angle θpol and ellipticity εpol are given by the
relative di�erence between the control parameters of the two polarizations,

θpol = φ
− − φ+ , εpol =

E−0
2
− E+0

2

E−0
2 + E+0

2
, (1.15)

which allows reaching any point on the Poincaré sphere and therefore to synthesize any polarization.

Dipole trap crosstalk

Taking into account the cesium nuclear momentum and by use of the Clebsch-Gordon coe�cients,
〈J, I, F, mF | I, mI, J, mJ〉, we can now project the hyperfine qubit states on the considered fine struc-
ture ground states. To obtain the projection, we sum over all possible mJ and mI , |J, I, F, mF 〉 =∑I

mI=−I

∑J
mJ=−J

〈J, I, F, mF | I, mI, J, mJ〉 |I, mI, J, mJ〉, and the non-vanishing terms read

|↑〉 = |I = 7/2,mI = 7/2〉 ⊗ |+〉

|↓〉 =
√

1

8
|I = 7/2,mI = 7/2〉 ⊗ |+〉 −

√
7

8
|I = 7/2,mI = 5/2〉 ⊗ |−〉

. (1.16)

While qubit state |↑〉 feels the same dipole potential as |+〉, the other state |↓〉 experiences a sum of
the two potentials seen by |+〉 and |−〉. By inserting equation (1.16) into (1.6) one obtains

U↑(x) = U+(x) , U↓(x) = 1

8
U+(x) + 7

8
U−(x) . (1.17)

1 The proportionality factor is given by equation (1.6).
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Fig. 1.5: Dipole trap crosstalk for qubit state |↓〉. The σ+-polarized lattice is shifted linearly by one lattice site,
while the σ−-polarized lattice is kept constant. The total transport time for this shift is denoted by
T . (a) trap depth U↓0 , (b) trap position x↓0 and (c) o�set δU↓ of the dipole trap seen by spin |↓〉 vary
during the transport. (d) the trapping potentials seen by spin |↓〉 (blue) and spin |↑〉 (red) at time
t = 0.3T . The distortion of the spin |↓〉 potential due to the dipole trap crosstalk is visible.

However, as shown in appendix A.2 one can express this sum as a potential of form (1.8) with an
additional o�set, which allows to write the potential felt by spin state |S〉 with S=↑, ↓ as

US(x) = {
δUS−US

0 cos2
[
kdt (x − xS0 )

] }
e−2ρ2/w2

dt , (1.18)

where the lattice positions xS0 , trap depths US
0 and trap depth o�sets δUS are given by

x↑0 = x+0 U↑0 = U+0 δU↑ = 0 (1.19)

x↓0 =
adt
2π

arctan

(
s±

c±

)
U↓0 =

√
s±2 + c±2 δU↓ =

1

2

(
U↓0 −

1

8
U+0 −

7

8
U−0

)
(1.20)

and where we defined

s± =
1

8
U+0 sin (2kdtx+0 ) +

7

8
U−0 sin (2kdtx−0 ) , (1.21)

c± =
1

8
U+0 cos (2kdtx+0 ) +

7

8
U−0 cos (2kdtx−0 ) . (1.22)

1.3 Loading atoms from the background gas
The optical lattice is enclosed in a rectangular-shaped glass cell connected to a vacuum chamber with
a high-e�ciency vacuum pump reducing the inside pressure to less than 10 × 10−10 mbar. At room
temperature, the background vapor of cesium atoms follows a Boltzmann distribution with mean
velocity of ∼ 200 m s−1. Even in our really deep lattice with a trap depth of 370 µK× kB, which is used
for imaging, the overlap between the Boltzmann distribution of the hot atomic cloud and the available
motional states, which are trapped by the optical lattice – the states with energy below 370 µK×kB – is
below 2 × 10−6, which makes direct trapping by just switching on the lattice beams nearly impossible.
Furthermore, for atom interferometer experiments, as well as in the interest of this thesis, we want the
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atoms to be in the motional ground state of the lattice potential, which all demands for the application
of cooling techniques.
A magnetic quadrupole field generated by a pair of coils in a anti-Helmholtz configuration combined

with three pairs of circular-polarized laser beams at the 2S1/2 F = 4→ 2P3/2 F = 5 (D2) then creates a
three dimensional magneto-optical trap (MOT), which slows down the atoms due to the anisotropic
subsequent spontaneous reemission of photons and traps the atoms in the center of the quadrupole
field. O�-resonant scattering to the F = 3 ground state is dealt with by repumping the atoms back
using a second laser resonant on the 2S1/2 F = 3 → 2P3/2 F = 4 (D2) transition. The intrinsic
temperature limit of this method due to subsequent momentum kicks from reemitted photons is given
by the Doppler temperature which lies at about 125 µK. Sub-Doppler cooling is achieved via extending
the optical molasses using pairs of orthogonally circularly polarized counterpropagating laser beams,
which creates a viscous friction force for atoms moving in arbitrary directions and cools the trapped
atoms to about 10 µK.
By ramping up the optical lattice and simultaneously moving the magnetic field o�set and finally

switching o� the MOT fields, as well as the MOT beams, the atoms are loaded to the optical lattice.
The overlap between the possible trapped states of the deep imaging lattice and the thermal distri-
bution of the atoms after being cooled by molasses and MOT is about 95 %, which results in a good
loading with atom numbers from 20 up to 60, which results in up to half filling of the optical lattice
in the field of view of the EMCCD camera (∼ 100 sites). To finally bring the trapped atoms to the
ground state of the lattice potential, we apply microwave sideband cooling, which will be explained
in more detail in chapter 3.

1.4 Atomic states in optical lattices
When one restricts the lattice potential, defined in equation (1.8), to the longitudial, one-dimensional
part by setting ρ = 0, the periodicity of the potential, U(x) = U(x + adt), and the associated discrete
translational symmetry x → x + adt allows to write the eigenstates by use of the Floquet theorem.
Labeled by their band index n ∈ N≥0 and their quasimomentum k the eigenstates are given by the
Bloch wave functions

ϕn, k ≡ 〈x |n, k〉 = un, k(x) ei k x (1.23)

where un, k(x) = un, k(x + adt) is a periodic function in x. Here we consider the reduced scheme, where
the quasimomentum k is restricted and wrapped into the first Brillouin zone BZ = R∩ [−π/adt, π/adt).
The Bloch states are delocalized over the whole lattice. Localized solutions are given by the so-called
Wannier states and can be constructed from the Bloch functions as follows:

ψn, i(x) ≡ 〈x |n, i〉 =
∫

k∈BZ

dk e−i k (x0+i adt) ϕn, k(x) (1.24)

where i ∈ Z labels the lattice site. They satisify following orthonormality condition

〈n, i |m, j〉 ≡
∫

dx ψ?n, i(x)ψm, j(x) = δn,m δi, j (1.25)

where ? denotes the complex conjugate and δa, b is the Kronecka delta.
I will now analyze the optical lattice potential as defined in equation (1.8) in more detail and ask

for the possible quantum states.

1.4.1 One-dimensional harmonic oscillator
A series expansion of the longitudinal lattice potential U(x) – given by equation (1.8) at ρ = 0 –
around x = x0 leads to the

U(x) = −U0 +
1

2
Mω2

ho(x − x0)2 + O(x − x0)4 (1.26)
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where M is the cesium mass and the longitudinal trap frequency ωho = 2π νho is defined as

ωho = 2π

√
2U0

M λ2
dt

. (1.27)

The eigenstates are then given by the motional states located on lattice site i and read

ψ
(ho)
n,i ≡ 〈x |n, i〉ho = 1

√
2n n!

4

√
M ωho

π ~
exp

(
−

Mωho x̄2

2 ~

)
Hn

*
,

√
M ωho

~
x̄+

-

������x̄=x−x0−i adt
. (1.28)

Here Hn(ζ) = (−1)n exp (ζ2) dn

dζn exp (−ζ2) are the Hermite polynomials and n is a non-negative integer
number. The associated eigenenergies are given by

E(ho)
n = ~ωho

(
n +

1

2

)
(1.29)

The total number of bound states for a quantum harmonic oscillator is infinite, which is not physical
for an finite-depth optical lattice. Therefore it has to be reduced to the number of states with energy
En ≤ 0. The maximum motional state number then reads

n(ho)max =

⌊
U0

~ωho
−

1

2

⌋
, (1.30)

where b.c denotes the floor operator. The harmonic oscillator ansatz is a good approximation for
deep lattices and small motional state numbers n.

1.4.2 Anharmonicities
As we will see in chapter 3 and 4 from our experimental results, due to non-perfect cooling, as well
as fast transport sequences the atoms populate higher motional states and they, especially in the case
of low trap depths, will therefore experience the anharmonicities of our optical lattice. The harmonic
approximation then breaks down, which demands for a more exact description of possible atomic
states.

Mathieu equation

The static Schrödinger equation for the one-dimensional potential,(
p2

2 M
−U0 cos2 [kdt (x − x0)]

)
ψn(x) = En ψn(x) , (1.31)

with momentum operator p = −i ~ ∂x and n ∈ N≥0 numbering the motional states, can be brought
into the form of the Mathieu di�erential equation [47]

∂2
η ψn(η) + [an − 2 q cos (2 η)] ψn(η) = 0 . (1.32)

Here I substituted η = kdt (x − x0) + π/2 and defined

an =
En +U0/2

Erec
, q =

U0

4 Erec
. (1.33)

This equation is well studied in the literature [48, 49] and for fixed q has countably infinite number
of solutions. In the case that the coe�cients an take on characteristic values ar (q) or br (q), labeled
by r ∈ R≥0, the solutions are periodic1, with period π or 2π in the variable η, and can be described

1 The integral values of r have to be restricted to r ≥ 0 for solutions, which are even in η and to r ≥ 1 for
solutions being odd.
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by the associated special functions – the odd sine elliptical ser (q; η) and the even cosine elliptical
cer (q; η) functions [Q]. Due to the anharmonicity of the lattice potential, the flatness of the Bloch
energy bands is lifted and the eigenstates ϕn, k labeled by band index n ∈ N≥0 and quasimomentum
k ∈ R ∩ [−π/adt,+π/adt) are double degenerate and their energies read

En, k = Erec a?r(n, k)(q) −
U0

2
(1.34)

with q as defined above. The Bloch eigenstates then can be written as

ϕn, k(x) = e−i k (x−x0) [cer (q; η) + i sgn(r) ser (q; η)]|η=kdt (x−x0)+π/2 , (1.35)

where one can relate the real valued index of the characteristic Mathieu coe�cient r to band index n
and quasimomentum k by

r(n, k) =



k/kdt + sgn(k) n , n even

k/kdt − sgn(k) (n + 1) , n odd
. (1.36)

The Wannier states can be constructed using equation (1.24).
The characteristic Mathieu coe�cients and the associated periodic solutions can be accessed e. g.

by the built-in functions of the numerical computing software Mathematica [50].

Fast numerical approach

Under the consideration of the missing built-in support for the Mathieu coe�cients in Matlab
[51] – the numerical computing and experimental control software of our choice – and that an own
implementation based on the work of Alhargan [52] lacked on stability, in the following I will solve
the problem of finding the eigenstates of the anharmonic lattice potential with a more direct approach
and numerically diagonalize the Hamiltonian on a grid. By supposing periodic boundary conditions
on a grid of 512 points in between x = x0 − adt/2 to x0 + adt/2, the Hamiltonian can be diagonalized
in the fraction of a second on a standard consumer desktop computer.

Characteristics

When comparing the solutions of the harmonic approximation to the exact ones solving the an-
harmonic, sinusoidal potential, we can confirm that for deep lattices viewing the optical lattice as a
quantum harmonic oscillator is a good approximation. In optical lattices with lower trap depths, e. g.
U0 = 25 µK, see figure 1.6, however the harmonic approximation breaks down fast. While eigenen-
ergies and motional states are predicted in good accordance with the exact solutions for low band
indices, the exact solution di�ers extremely for higher excited states, where the spacing of the energy
levels becomes non-equidistant and the atoms start to feel the anharmonicities of the potential.

1.4.3 Radial motion
Considering just the radial atomic motion (x = x0), the transverse Gaussian-shaped potential can be
again approximated in first order as a harmonic oscillator:

U(ρ) = −U0e−2ρ2/w2
dt = −U0 +

1

2
Mω2

ρρ
2 + O(ρ)4 . (1.37)

Here the radial trap frequency ωρ = 2πνρ is given by

ωρ =

√
4U0

M w2
dt

, (1.38)
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Fig. 1.6: Motional states and corresponding eigenenergies of the one-dimensional lattice potential. The real
valued Wannier states (colored, filled) in the one-dimensional sinusoidal potential (black, solid) are
shown o�set by their respective eigenenergy. Given a trap depth of U0 = 20 µK, seven motional states
are trapped by the optical lattice. The probability density of the Wannier ground state (dark purple,
solid, n = 0) is in good accordance to the harmonic approximation (dark purple, dashed), but di�ers
strongly for highly excited states. Likewise, the eigenenergies of the bound states in the sinusoidal po-
tential di�er from the equidistant spaced harmonic oscillator energies especially for the highly excited
states. The eigenstates of the anharmonic potential (solid) were derived from the periodic solutions to
the Mathieu di�erential equation, as well as calculated by numerically diagonalizing the corresponding
Hamiltonian on a grid of 512 points with periodic boundary conditions. Due to their nearly perfect
accordance, only the numerically obtained solutions are shown. The energies and eigenstates of the
harmonic approximation are given by equation (1.28) and (1.29).

which makes the radial energy spacing about two orders of magnitude smaller compared to the lon-
gitudial trap,

ωρ

ωho
=

√
2

2π

λdt
wdt
≈

1

87
. (1.39)

Experimental techniques to further confine the atoms in the radial direction, as well as cooling
them to the radial ground state, were applied successfully in the past [14]. Here a donut-shaped, red-
detuned dipole trap creates a repulsive potential, which further decreases the radial trap frequency
and the atoms are cooled using a pair of Raman beams resonant on the nρ → nρ − 1 sideband,
which removes motional quanta in the radial direction. Due to the good agreement between the first
experimental results of this thesis and the one-dimensional theoretical description, we concluded that
the radial confinement is su�cient for our considerations and did not employed these techniques. In
the following I will therefore neglect the radial motion of the atom.

1.5 Compensating the dipole trap crosstalk
As we saw in section 1.2, qubit state |↓〉 experiences the potentials created from both the σ+- and
σ−-polarized light field. Assume that we want to transport the atoms along the trajectory

x↑0(t) , U↑0 (t) , x↓0(t) , U↓0 (t) . (1.40)

If one would simply modulate the phases and intensities of the two polarized lattice beams such that
the optical transport trajectory of the σ+-polarized lattice perfectly follows the desired ↑ ramp and
the σ−-polarized lattice the desired ↓ ramp, atoms in state |↑〉 will experience the lattice potential
imprinted on the σ+-polarized dipole trap, but state |↓〉 will experience a crosstalk between the two
σ±-polarized lattices.
However we can solve the problem by adjusting the control parameters of the σ−-polarized lattice.

Since equation (1.20) can not be solved analytically for x−0 and U−0 , as shown in appendix A.2, we
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a b

Fig. 1.7: Dipole trap crosstalk compensation for an atomic transport ramp, which brings together the two spin
states by transporting them in opposite directions by one lattice site each. Both trap depth US

0 (fig-
ure (a)) and position xS0 (figure (b)) for S=↑, ↓ are varied along trajectories calculated from optimal
control theory (solid), which would, if directly applied optically, result in a strong dipole trap crosstalk
(Nc = 0, dotted). Already after one compensation repetition (Nc = 1), following the procedure ex-
plained in section 1.5, the e�ective atomic transport ramp (dashed) resembles more or less the desired
ramp. The therefore necessary input ramp r−(t) (dash-dotted) shows just a small deviation in the trap
position, but a strong change for the trajectory of the trap depth. The atomic transport ramps for
more than one compensation repetition Nc are not shown, since they overlap perfectly with the de-
sired ramps. The final optical transport ramp establishes a (simulated) transport fidelity of 98 % (see
chapter 4 for details).

rearrange equation (1.20) and then solve the set of coupled equations numerically by taking (1.40) as
an initial guess and iteratively evaluating:

U−0 =
1

7




√(
8U↓0

)2
−U+0

2 sin2
�
2kdt(x+0 − x−0 )

�
−U+0 cos

�
2kdt(x+0 − x−0 )

�


x−0 = x↓0 +
1

2kdt
arcsin




U+0 sin
[
2kdt(x↓0 − x+0 )

]

7U−0




(1.41)

The solution converges quite fast after only a few number of repetitions, denoted by Nc ≥ 0, as shown
exemplary in figure 1.7.

22



Chapter 2

Feedback control

Feedback control describes the methods for controlling a parameter of a dynamical system by a
controller which obtains feedback of the current state of the system.
Although control feedback control applications appear since ancient history, its real origin lies in

the industrial revolution with the demand for controlling new sources of power and new machines [53].
One simple example is the centrifugal governor, which has been used to control the speed of windmills
and steam engines by converting the rotational movement into a control force which depends on the
engine speed. Today the majority of feedback control is managed by converting the feedback into an
electronic signal and providing response to the system by use of a proportional, integral, derivative
(PID) controller circuit [53].

2.1 Steering position and depth of optical lattices
As illustrated in figure 1.3 and figure 2.2 the polarization synthesis and intensity modulation of our
lattice beams is achieved via acousto-optical modulators (AOM) combined with an electronic lock loop
based on analog PID controllers. A more in-depth explanation of the electronics used for feedback
control is given in section 2.2. Here, a short introduction to the AOM-based intensity and phase
modulation should be given. Figure 2.1a shows the basic working principle of an AOM.

2.1.1 AOM-based phase and intensity modulation
The AOMs used in the experiment consist of optically transparent Tellurium-Dioxide (TeO2) crystals,
which are connected to piezo-driven ultrasonic transducers. The piezo elements, driven by a radio
signal at a operating frequency of νaom ≈ 80 MHz, introduce sound waves at the material specific
sound velocity (vs ≈ 4.2 mm s−1), which propagate as phonons through the crystal. Since the acoustic
strain introduces changes in the mass density of the medium inside the crystal, the optical index of
refraction is modulated periodically,

n(x, t) = n0 − ∆n cos (Ωs t − K s · x) , (2.1)

where K s = 2π/Λs êy with Λs = vs/νaom is the acoustic wavevector and n0 the index of refraction in
the absence of light [55]. The amplitude of the modulation is given by

∆n =

√
1

2
M Is , (2.2)

where Is is the acoustic intensity and M is a material specific constant, determining the strength of
the interaction. This is the elasto-optical e�ect, first proposed by Raman and Nath in 1935 [56].
The periodic modulation of the refraction index provide a moving phase grating on which a laser

beam propagating through the crystal gets refracted and similarly to an optical di�raction grating,
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Fig. 2.1: Working principle of the AOM based intensity and phase modulation (b). The incoming light is passed
through an optically transparent Tellurium-Dioxide (TeO2) crystal which is connected to a piezo-driven
ultrasonic transducer driven by a radio signal (RF) at a center frequency of νaom = 80 MHz. The first
order di�raction of the incident optical beam at two times the Bragg angle, 2 θb, is frequency shifted by
the AOM frequency, ν → ν+ νaom, and its intensity is modulated dependent on the acoustic RF power,
as illustrated in (b). Due to the Gaussian shaped beam profile (inset) the AOM response to a step in
acoustic power (c) has the form of an Gaussian error function. The dead time of the AOM, t1, the
time before any response of the AOM and its rise time, t2, to the reach the 99 % mark of the relative
optical intensity depends on the distance between optical beam and transducer, the sound velocity
inside the crystal and the size of the optical beam. In this well optimized setup we obtain t1 ≈ 0.25 µs
and t2 ≈ 0.5 µs. The figures and numbers are adapted from [54].

multiple orders of high intensity can be observed. The most interesting case is the so-called Bragg
di�raction regime, where the length of the crystal is larger than the acousto-optical interaction length.
Given frequency ν and wavevector k = 2π/λ

�
cos (θin) êx − sin (θin) êy�

with λ = c/ν of the incoming
laser light, energy and momentum conservation of the elastic collision requires the refracted photons
to be shifted both in frequency and momentum:

νr = ν ± m νaom , kr = k ± m K s . (2.3)

where + corresponds to the annihilation and − to the creation of m phonons. In the case of the optical
beam absorbing one lattice vibration, this leads to the typical angle relation for di�raction on an
optical grating:

Λs [sin (θin) + sin (θout)] = λ/n , (2.4)

where the optical wavelengths of the incoming and outgoing beam are approximated to be the same.
If the incident light enters the AOM at the Bragg angle, θB = arcsin [λ0/(2Λa)], both in- and outgoing
angle are the same, θin = θout = θB, and the beam is deflected by 2 θB.
Assuming the electric field of optical beams to be plane waves, one can show, that in the Bragg limit

nearly all outgoing intensity can be found in the principal refraction order [57]. A more rigorous anal-
ysis [55] considering the Bragg di�raction as a light-scattering process under the Born approximation
shows, that the electric field intensity reflectance at the Bragg angle is given by

R = sin2

(
π L
λ
∆n

)
(2.5)

where L is width of the AOM crystal. By inserting equation (2.2) the di�racted light intensity, Ir =
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R Iin, can be written as

Ir = Iin sin2 *
,

π

2

√
Ia

Isat
+
-
, (2.6)

where Iin is the incoming optical intensity and Isat = λ2/(2ML2) is defined to be the saturation
intensity of AOM. Taking into account that the optical intensity is proportional to the square of the
input voltage Us to the transducer, in the RF power regime below the saturation intensity, the first
order di�raction intensity is therefore monotonically increasing with the input voltage and shows
even a linear behavior for Ia around ∼ Isat/2, as shown in figure 2.1b. We use this point for e�ectively
modulating the intensity and therefore the trap depth of the optical lattice.
The principle of optical phase modulation can be understood from the formula for the energy

conservation (2.3) taking into account that the optical frequency is much larger than the one of
the AOM radio signal, ν � νaom. In the slowly-varying time limit, this makes the frequency shift
introduced by the acoustic optical interaction, ν → ν + νaom, be acting as an e�ective phase shift

∆φ = 2π 〈νaom t〉t . (2.7)

By changing the AOM driving frequency the phase of the optical lattice beams can be varied and
controlled. In the experimental setup, each lattice arm is phase modulated by an independent AOM,
which imprints a well defined phase onto the beam and allows to control the relative phase between the
two optical lattice beams precisely. This however demands for an active stabilization, since e. g.small
temperature fluctuations, which might change the relative length of the two optical beam paths, lead
to phase shifts. As shown in the next sections using an optical phase lock loop (PLL) the dependence
on the input light intensity on the phase control can be suppressed by electronically rectifying the
measured beat signal used for phase detection by a limiting amplifier.

System response

Since the AOM is the main part of the phase and intensity lock loop and its system response is
therefore worth to characterize. A measurement of the optical response exposed to a step in acoustic
power is shown in figure 2.1c. The dead time t1 arises directly from the speed of sound inside the
AOM crystal and the position of the optical beam, since the acoustic wave front needs a finite time
to travel the distance from the piezo transducer to the location of the optical beam. As we can see,
the rising edge of the RF signal power applied at time t = 0 has almost immediate e�ect on the AOM
response which results in a dead time of about 0.25 µs in a well optimized setup. The rise time and
the slope of the rise depends mainly on the sound velocity inside the crystal and the size and profile
of the optical beam. Since we work with well collimated Gaussian beams, the resulting step response
has the form of a Gaussian error function – a convolution of the hard Heaviside-like step with the
Gaussian beam profile, which therefore directly determines the shape of the impulse response. The
finite response time imposes an upper limit to the bandwidth of our system, which we will discuss in
section 2.2.3 and provide a solution in the outlook, section O.2.

2.2 Digital feedback control
As illustrated in figure 1.3, we employ AOMs to control both intensity and phase of the optical lattice
beams. A fraction of the laser beam is directly extracted for the intensity feedback loop using a
coated pickup plate and an ultrafast photodiode – with a bandwidth of 10 GHz – picks up the beating
signal between the phase controlled lattice beams and a reference signal, which is in phase with the
counter-propagating linear polarized lattice beam.

2.2.1 Electronic setup
The electronic setup for the σ+ polarized optical lattice arm is illustrated in figure 2.2.
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Fig. 2.2: Digital phase and intensity lock electronics. The circuit represents the black box labeled “Phase- &
Intensity-Lock” in figure 1.3. For simplicity only the lock for the σ+-polarized lattice is highlighted. The
signal of a fast photodiode measuring the intensity of the beam is compared with a set value, which is
controlled using a vector generator, and then fed to a proportional–integral–derivative (PID) controller
which actively controls the acoustic power in the AOM using an amplifier (A). The optical beat signal
detected by a ultrafast photodiode contains both the sum 2νdt + νaom and di�erence frequency νaom =
80 MHz of the optical beams. After getting DC biased (T), amplified (A) and band-pass filtered to
extract just the di�erence frequency, the signal is digitized by a limiting amplifier (LA) and compared
to a 80 MHz reference signal generated by a direct digital synthesizer (DDS). The phase di�erence
detected by a phase frequency discriminator (PFD) is then fed to another analog PID lock, which
actively controls the frequency using a voltage controlled oscillator (VCO). The two DDS boards
are referenced to the same 10 MHz clock and controlled by an embedded microcontroller (mbed)
connected to the laboratory computer system.

The beat signal of the σ+-polarized lattice beam with the reference gives information about the
phase φ+ of the associated lattice and contains both the sum and di�erence of the two frequencies.
After adjusting the DC bias point using a bias tee (T) and amplification (A) the signal is bandpass
filtered (BPF) and then sent through a limiting amplifier (LA), which minimizes output power vari-
ations and provides a constant output over a wide input dynamic range. This digitization makes
the phase lock mostly independent of the intensity lock by suppressing any cross-coupling induced
intensity fluctuations and also controlled ramping of the trap depth. A small crosstalk between the
amplitude and phase lock can not be prevented, however this has no significant impact on the atoms
[14]. The phase of the beat signal is then compared with a RF reference signal from a direct digital
synthesizer (DDS) at 80 MHz using a digital phase-frequency discriminator (PFD). The PFD – a de-
sign developed by Prevedelli [58] – creates a voltage which is, within a limited range, proportional to
the phase di�erence between the two signals. An analog PID controller driving a voltage-controlled
oscillator (VCO) creates a RF control signal fed to the corresponding AOM controlling the optical
beam. This ensures DDS and beat signal to be locked in phase. Both DDS are referenced to the same
400 MHz clock signal (CLK) and are controlled via an embedded microcontroller (mbed), which is
connected to a computer via USB. By mixing the RF signal with the DC signal from a PID lock box,
which compares the measured beam intensity (I+) with a set value (I+set), both intensity and phase of
the optical beam can be controlled.

2.2.2 Compensation of system response

In a simple model, our optical electronic phase and amplitude lock loop can be described by linear
response theory [59]. A linear and time-invariant (LTI) system is fully described by the so-called
transfer function H(s) in frequency domain. One usually defines the complex frequency s = 2π i f + ρ,
where the purely imaginary part describes oscillations with f the standard frequency and the real
part ρ describes damping and attenuation. This definition of the frequency relates every function in
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frequency domain F(s) with the respective function in time domain f (t) by the Laplace transform

F(s) = L[ f (t)] (s) =
∞∫

0

dt f (t) e−s t , (2.8)

instead of the usual Fourier transformation. The transfer function is the ratio of the output signal
Y (s) to an input X(s), H(s) = Y (s)/X(s), and in general can be written as the ratio of two polynomials
in s,

H(s) = (s − ζ1) (s − ζ2) · · · (s − ζNz)
(s − ρ1) (s − ρ2) · · · (s − ρNp)

, (2.9)

where we here have chosen the factorized representation, where Np and Nz determine the number of
poles, {ρi}, and zeros, {ηi}, of the transfer function respectively.
In time domain our system can be described by the impulse response function, g(t), which describes

the system’s response to a delta-like signal, x(t) = δ(t), applied to the set-point of the respective PID
controller. Using the fact that for a delta-like input X(s) = L[δ(t)] (s) = 1 and that Y (s) = H(s) X(s),
the impulse response function can be directly related to the system transfer function via the inverse
Laplace transformation:

g(t) = y(t) |x(t)= δ(t) = L−1 [Y (s)] (t) �
X(s)= 1 = L−1 [H(s)] (t) . (2.10)

The impulse response as well as the transfer function therefore fully describes the system and allows
to relate any arbitrary input signal x(t) to an output y(t). Since delta-like signals are hard to real-
ize experimentally, the impulse response can also be deduced from the system’s response b(t) to a
Heaviside-like step input, x(t) = Θ(t) with Θ(t) = 0 if t < 0 and Θ(t) = 1 if z ≥ 0. The impulse response
function is then directly given by its derivative

∂

∂ t
b(t) = ∂

∂ t
y(t)

�����x(t)=Θ(t)
= L−1 [s H(s) X(s)] (t) �

X(s)= 1/s = L−1 [H(s)] (t) = g(t) (2.11)

where we used the relation L[∂t y(t)] (s) = s Y (s) − y(0) for any continuous y(t), ∂t y(t) of exponen-
tial order. Under the assumptions of linear response theory, the system’s response function should
furthermore scale linearly with the step height.
To determine the impulse response function from a step response measurement, one needs to mea-

sure both the intensity and phase of the two optical lattice arms individually. Measuring the response
to a step in the amplitude is straight forward to perform, while measuring the phases (positions) of the
two lattices is a bit more complicated. However, as we will show in the next paragraph, the possibility
to fully synthesize the polarization of one of the lattice beams gives us a versatile tool for measuring
the phase via a quadrature measurement.

Quadrature phase measurement

While measuring the intensity of the optical lattices is done really easily, e.g. by picking up a small
portion of the polarization synthesized beams and applying only the desired amplitude ramp to the
lattice hardware, measuring the optical phase is not so straight forward.
However, by flipping in a linear polarizer with polarization ε̂p into the path of the polarization

synthesized lattice beam, one can pickup the magnitude of the electric field projection onto this
polarization,

Ip(φ+, φ−) = 1

2
cε0

�
Esynth(x, t) · ε̂p

�2

=
1

2
cε0

���
(
E+0 ε̂+ eiφ+ + E−0 ε̂− eiφ−

)
e−i(kDTx+ωt) · ε̂p���

2

= I0
�
cos (φ+ − φ−) + 1

�
, (2.12)
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where we assumed the two arms to be at same intensity, I0 = 1
2 cε0E±0

2. Assume that we want to
measure the optical phase of the σ+-polarized lattice, φ+(t). By setting φ− = 0 and φ− = π/2 we obtain
the two quadrature components

C(φ+) = Ip(φ+, 0) = I0
�
cos (φ+) + 1

�
, S(φ+) = Ip(φ+, π/2) = I0

�
sin (φ+) + 1

�
. (2.13)

When measuring minima and maxima of these signals, Cmin = min
0 ≤ φ+ ≤ 2π

C(φ+) the phase can then be

extracted from

φ+(t) = unwrap

[
arctan

(
S̄(t)
C̄(t)

)]
− 2φp (2.14)

where φp is known, e. g. from the Cmin- and Cmax-measurements, and the normalized quadrature
components are given by

C̄(t) = 2

(
C(φ+(t)) − Cmin

Cmax − Cmin

)
− 1 , S̄(t) = 2

(
S(φ+(t)) − Smin

Smax − Smin

)
− 1 , (2.15)

which also compensates for constant photodiode o�sets. The unwrap function ensures that phases
φ+ + 2φp, which exceed 2π are not wrapped to the interval defined by the choice of the arctan’s
principal branch, and does this by looking for 2π multiples that allow smooth increases of the phase.
The same procedure can be applied for measuring φ−(t) by ramping φ−(t) in time while fixing

φ+ = 0 and φ+ = π/2 respectively.

Determining the system’s impulse response

First we apply a Heaviside step signal to either the setpoint of the PID controlling the intensity or
to the phase control of the DDS and measure the optical system’s response b(t) as well as the digital
signal, which triggers the respective phase or amplitude change. For better accuracy the optical signal
is averaged 100 times, which is way more than su�cient. After normalization, the input step function
and the system’s response are fitted using the Matlab Control System toolbox [60]. Good fitting results
could be obtained by providing a precise initial guess for the delay between trigger signal and system’s
response obtained from a simple least-square fit of a Heaviside step function to both trigger signal and
step response. While a direct calculation of the system’s impulse response via numerical di�erentiation
is really sensitive to noise, the Control System toolbox allows to first fit the step response measurement
using a model for the system’s transfer function via the position of poles and zeros of the polynomial
representation, equation (2.9), which then gives access to the impulse response function by Laplace
transformation. By scanning di�erent combinations of number of poles Np and zeros Np the best fit
model is selected.
The measured step response and calculated impulse response functions for the σ−-polarized lattice

arm are shown in figure 2.3. While the shown step response for the phase lock has been optimized
for a fast rise time by tuning the proportional, integral and di�erential gain of the PID controller,
the intensity lock exemplary shows the case of a non-optimized, slow rise and settling time. Since we
experienced small changes in the system’s response over time, the step responses were optimized on
a regular basis and the determination of the impulse response was automatized and repeated on a
weakly routine.

Deconvolution with impulse response function

We will now make the approximation that the system behaves linearly. Using linear response theory,
we can write the systems phase response φ(t) to an input signal φin(t) as the convolution with the
impulse response function g(φ)(t)

φ(t) = [
g(φ) ∗ φin

] (t) =
+∞∫
−∞

dτ g(φ)(τ) φin(t − τ) . (2.16)
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a step response, phase lock b impulse response, phase lock

c step response, intensity lock d impulse response, intensity lock

Fig. 2.3: Step and impulse response measurement for both intensity and phase control of the semi-digital phase
and intensity lock loop shown exemplary for the σ−-polarized lattice arm. While the impulse response
functions (b), (d) are shifted in time for better comparison, the step response measurements (a), (c)
also show the delay time τd between the trigger and the system’s response. The impulse response
extracted from the direct di�erentiation of the step response measurement (right, light-blue) is really
sensitive to the noise, but shows a more gentle increase at the beginning. The fit of the step response is
in good accordance to the data and reproduces the most dominant features in the associated impulse
response function. The best fit could be obtained for a transfer function with Np = 3 poles and Nz = 3
zeros.

Fourier transforming both sides and with use of the convolution theorem, we can phrase this as follows

φ(t) = F−1
{
G(φ)(ν) · Φ±in(ν)

}(t) = F−1
{
F

[
g(φ)(t)](ν) · F[φin(t)](ν)

}(t) , (2.17)

where the Fourier and inverse Fourier transform are given by F[ f (t)](ν) = 1√
2 π

∫ ∞
−∞

dt f (t) e−2πiνt and

F−1[F(ν)](t) = 1√
2 π

∫ ∞
−∞

dt F(ν) e2πiνt . The impulse response function g(φ) can be extracted from a
step response measurement – exemplary shown in figure 2.3 – and is therefore known. This allows
inverting equation (2.17) and writing the required input signal φ±in as the deconvolution of the desired
response φ with the impulse response function g(φ)(t), which corresponds to a division of the associated
signals in frequency domain:

φ±in(t) = D
{
φ(t); g(φ)(t)} = F−1

[
Φ(ν)

G(φ)(ν)
]
(t) . (2.18)

The same holds true for controlling the beam intensity via an input signal Iin(t) with impulse response
function g(I )(t). An example for the deconvolution of a linear phase ramp is shown in figure 2.4.

Improving the deconvolution

To increase the interpolation in frequency domain and to ensure that the signals Fourier transform
represents a linear instead of circular convolution, the signal is zero-padded before deconvolution. Left
and right padding of 20 µs worked more than su�cient for the transport sequence under consideration.
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Fig. 2.4: Deconvolution with impulse response function shown exemplary for a linear transport sequence of
T = 8 µs. Deconvolving the desired position / phase ramp x0(t) = adt φ(t) / (2 π) (blue, dash-dotted)
without low-pass filtering the deconvolved signal in frequency domain leads to high frequencies and
strong spikes at the initial and final kink of the linear ramp (green, solid). The deconvolved and
low-pass filtered signal (black, solid) still strongly exceeds the desired ramp but is much smoother.
Oscillations of the lock set point after the transport can be compressed by correcting the end points of
the deconvolution using a spline interpolation (red, solid) – here applied in the time interval of 0.5 µs
after the transport. To fully reach agreement between optical and desired ramp, iterative optical error
correction, as shown in figure 2.5, has to be applied.

As illustrated in figure 2.4 we additionally apply a third order Butterworth low-pass filter to the
deconvolution of desired control signal Φ±(ν) and impulse response Gφ(ν), so that

φ±in(t) = D
{
φ(t); g(φ)(t)} = F−1



1√
1 +

(
ν
νc

)6

Φ(ν)
G(φ)(ν)


(t) (2.19)

By choosing an appropriate cuto� frequency νc unwanted high-frequency components like aliases of
the numerical deconvolution method are strongly suppressed, while the important features of the
desired transport ramps do not change.
Furthermore we developed an algorithm to correct the end points of the input phase and amplitude

trajectories after deconvolution using a cubic spline interpolation. This suppresses oscillations of the
set points of phase and amplitude after transport by smoothly bringing down the set points to the
desired value, so that for instance x0(t) = d and U0(t) = U0(0) for all t ≥ T , as illustrated in figure 2.4.

Iterative optical error correction

The idea to fully describe a system by its impulse response function in time or its transfer function in
frequency domain relies on the assumption that the system is linear. As we can detect experimentally,
the step response for both amplitude and phase varies for di�erent heights of the step, which is a
clear indicator for the nonlinearity of the system. When taking the impulse response for a fixed,
medium sized step height, the deconvolution scheme presented in the previous paragraph therefore
can only compensate for small deviations between input signal and desired behavior of the optical
lattice beams. To compensate for the non-linearity in our system and to fully make optical phase and
amplitude to behave as requested, an iterative error correction scheme can be applied.
The desired control signal φ(t) – we again consider controlling the phase exemplary – is deconvolved

with the systems impulse response function g(φ)(t) and applied as φin(t) to the lattice hardware. From an
optical measurement of the signal (using the quadrature technique), the deviation between measured
and desired signal, δφ(t) = φ(t) − φmeas(t), is obtained and judged by calculating the ratio between
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a b

Fig. 2.5: Iterative optical error correction for an (optimal control) transport ramp. Both the ramp (a) and the
deviation (b) between measured and desired position ramp are shown. All measured transport ramps
(solid) are obtained by the quadrature phase detection technique, averaged over five measurement
repetitions. When the desired ramp (black, dashed) is just deconvoled by the system’s impulse response
function (Noec = 0), the optically measured trap position (blue, solid) deviates especially in the regions
of strong slopes. The deviation can be strongly reduced by the iterative optical feedback compensation
with pgain = 0.5 and Ndev = 20 Fourier components. After Noec = 10 feedback corrections, the final
transport ramp (green, dashed), which is applied deconvoled as a phase ramp to the lattice hardware,
leads to an optical signal (red, solid), which is really close to the desired transport ramp. The absolute
deviation between optically measured and desired transport ramp then falls below 1 % of the lattice
spacing. This increases the coe�cient of determination from R2 = 99.92 % to above R2 > 99.99 %.

residual sum and total sum of squares1,

R2 = 1 −

∑N
i=1 φ(ti) − φmeas(ti)∑N
i=1 φ(ti) − 〈φ(t)〉t

, (2.20)

where N is the number of data samples and 〈.〉t denotes the time average.
The deviation is then fitted with a sum of Fourier components

δφfit(t) = Θ(T − t f − t)
Ndev∑
n=1

cn sin
(
π n
T

)
(2.21)

using a least-square regression, where T is the (fixed) duration of the transport ramp. The free fit
parameters are given by the coe�cients cn and a final hold time t f , in which the function is allowed to
vanish completely. Consistently good fit results could be achieved by estimating a good initial guess
for the final hold time in advance and by taking Ndev = 20 Fourier components.
The fitted deviation is then added to the desired phase ramp φ±(t) with gain pgain = 0.5, deconvolved

with the system response and the resulting signal,

φin = D
�
φ + pgain δφfit(t) ; gφ(t)	 (2.22)

is then applied to the lattice hardware.
This optical error correction is repeated Noec = 5 to 10 times to achieve good agreement between the

optically measured and desired transport ramp. Unexpected responses from the lock electronics and
inexact least-square fits can be successfully dealt with by monitoring the R2 coe�cient and repeating
iterations with decreased pgain → 0.9 · pgain for too strong deviations. An illustrating example of the
working principle of the iterative optical feedback correction is shown in figure 2.5.

1 Also known as the R2 coe�cient of determination in linear regression applications.
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2.2.3 Performance and limitations
If we apply the optical error correction in combination with the deconvolution scheme the input
ramps strongly overdrive the system. This response of the system however stays reproducible and
controlled. The new scheme therefore is a big improvement and extension of the electro-optical phase
and intensity lock loop now allowing high-fidelity controlled transport sequences with transport times
below 8 µs, which was already experimentally verified and never reached before. The modulation
bandwidth measured from the response function of the polarization synthesizer for both the phase
and intensity servo loop [26] lies at about 800 kHz. Together with the high-precision optical phase
lock loop, where a polarization purity of 99.99 % provides us with a rms uncertainty about the relative
position between the two standing waves of the polarization-synthesized optical lattice of just about
1.2Å [26], the complete setup promises to allow high-precision and ultrafast transport sequences.

Slope constraint

As we will see in chapter 4 optimal control transport sequences in reasonably deep lattices can
demand for strong and fast driving of the lattice position. We observe that the main limiting factor
for this is the maximum phase slope the combined system of phase frequency discriminator and PID
lock can resolve and react to. From empirical observations we obtain

�
φ̇(t)� ≤ φ̇max = 0.838 rad µs−1 . (2.23)

We will however deal with this limitation by using a constraint optimization algorithm for calculating
the optimal control sequences as introduced in section 4.3.1.
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Chapter 3

Microwave cooling and state detection

As indicated before, we want the atoms to be cooled to the ground state of the optical lattice. After
molasses cooling, the trapped atoms follow a Boltzmann distribution with a temperature of approx-
imate 125 µK, which results in a ground state population of less than 10 % in our deep imagining
lattice (U0 = 370 µK × kB). We therefore need to employ an additional cooling technique.
Cooling of atomic motion states is generally achieved by employing absorption and emission cycles

of a resonant or near resonant radiation, mostly at optical frequencies. For free particles laser Doppler
cooling for instance can iterative reduce the atomic momentum by recoil processes. The motion of
atoms trapped in e. g. optical dipole potentials is described by the occupation of it’s motional states
|n〉. While trapped atoms can also be approximately described by it’s momentum, when the radiation
does not spectroscopically resolve the motional states |n〉, transitions in the resolved-sideband regime
– which allow reducing the motional state number by driving e. g. transitions on the first red sideband
|n〉 → |n − 1〉 – do not induce an atomic recoil due to the Mössbauer e�ect. Cooling techniques in
optical lattices mostly rely on two-photon Raman sideband transitions, which connect two hyperfine
over an intermediate excited state [61–63]. As we will see in the following, state-dependent optical
lattices provides us with a unique trick, which also allows the use of sideband resolved Microwave
radiation [64, 65], which directly connects our two qubit states and which we will employ for cooling
and also for state detection.

3.1 Microwave cooling
The coupling between microwave radiation and the e�ective atomic two-level quantum system con-
sisting of our selected hyperfine groundstates, |F = 3, mF = 3〉 and |F = 4, mF = 4〉, can be described
as the interaction between the atomic dipole moment µ and the magnetic field Bmw induced by the
microwave:

Hmw = µ · Bmw (3.1)

Taking into account also the motional states, the transition matrix element for the sideband transition
|F, mF ; n〉 → |F ′, m′F ; m〉 is given by

〈F ′, m′F ; m|Hmw |F, mF ; n〉 = 〈F ′, m′F |µ · Bmw |F, mF 〉 〈mF′,m′F
|nF,mF 〉 , (3.2)

where the first part just depends on the coupling between the hyperfine levels and not on the form of
the motional states.
Since the linewidth of the electromagnetic transitions, |F, mF ; n〉→ |F ′, m′F ; m〉, between motional

states is much smaller than the energetic spacing, |En − Em |, between the motional states itselves, mi-
crowave radiation can resolve any of these sideband transitions. However, as noted in equation (1.25),
distinct motional eigenstates of the optical lattice potential are in general orthogonal to each other,
which makes coupling them via microwave radiation impossible, since we can neglect any momentum
transfer by the microwave photons, whose wavevector amplitude is about five orders of magnitude
smaller compared to optical photons used for Raman transitions.
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Non-vanishing Franck-Condon factor

However if we shift the lattices apart by some distance ∆x, the motional state overlap from equa-
tion (3.2) can be expressed by applying the displacement operator, T∆x = ei p ∆x , to one of the states.
The motional state overlap integral, called the Franck-Condon factor in e. g. molecular spectroscopy,
illustrated in figure 3.1b, then becomes non-zero and reads:

Fm→n ≡ 〈nF′,m′F
|mF,mF 〉

≈ 〈n|T∆x |m〉 =
∫

dx ψ?n (x)ψm(x − ∆x) , (3.3)

where ψn(x) = ψn, i is the Wannier state with vibrational state number n, localized at the respective
lattice site i. Shifting the lattices apart, therefore lifts the orthogonality and enables motional state
transfer using a direct microwave pulse. This not only allows driving transitions on the carrier, where
the motional quantum number does not change (δ = n−m = 0), but also on sideband resonances with
δ > 0 on the blue (En−Em > 0) and δ < 0 on the red (En−Em < 0) side of the carrier. Their frequency
spacing is approximately given by multiples of the longitudinal harmonic oscillator frequency ωx.
Here we approximated the trap depths and therefore the corresponding eigenstates of the shifted

lattice potentials to be equal. Due to the dipole trap crosstalk, when shifting the two lattices apart,
the optical dipole potential acting on |↓〉 sees also some slight change in the trap depth, which in
theory also lifts the orthogonality of the motional states, but for our experimental parameters it can
be completely neglected.

Cooling cycle

To cool the atoms to the ground state of the lattice potential, after loading them from the MOT,
we first prepare them in the |↑〉 qubit state by means of optical pumping. By driving a microwave
transition resonant on the |↑, n〉 → |↓, n − 1〉 sideband, we can lower the motional state number by
one. Therefore the lattice is displaced by ∆x = 17 nm, which experimentally was determined to
maximize the transition amplitude for the cooling sideband transition.
To make the microwave radiation not just inducing a cycle between the two motional states, but

to really cool the atoms over time, we complete the cooling cycle, by repumping the atoms from the
|↓〉 to the |↑〉 ground state after state transfer, without changing their motional state number. This
is done by transferring the atoms on the 2S1/2, F = 3, mF = 3 → 2S1/2, F = F, mF = F transition
using near-resonant, σ+-polarized light, from which they then decay to F = 4, mF = 4 ground state.
This then successively lowers the motional state number and since the motional ground state of the
σ+-polarized optical lattice potential is a dark state of the cooling cycle, the atoms are accumulated
in the |↑, n = 0〉 ground state.
The cooling sequence is illustrated in figure 3.1a and more information about the experimental

setup can be found in [14, 65, 66]

3.2 Sideband resolved microwave spectroscopy
To judge the cooling e�ciency and measure the temperature of the motional state distribution after
cooling, we can e�ectively measure the transmission of microwave radiation resonant on the red
and blue sideband transition. For that, atoms which are prepared in the |↑〉 are transfered to |↓〉
by microwave radiation at frequency ν, for which the two lattices are again shifted apart by ∆x =
17 nm. Experimentally we use Gaussian microwave pulses, whose spectral width is much smaller than
the sideband frequency displacement and therefore allows to neglect any induced contribution for
transitions on the carrier or higher sidebands. After the microwave transfer all atoms remaining in
the F = 4 ground state are pushed out by a strong laser beam near-resonant on the 2S1/2, F = 4 →
2P3/2, F = 5 transition. The radiation pressure, which originates from the photon scattering, is σ+-
polarized and due to the hyperfine selection rules does only e�ect atoms in the |↑〉 spin state, while the
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a b

Fig. 3.1: Experimental sequence (a) and underlying principle (b) of the microwave cooling technique. By shift-
ing the potentials with respect to each other, the Franck-Condon factor, determined by the overlap
integral of distinct motional states in the two spin states, becomes non-zero, which allows to drive a
microwave transition resonant on the |↑, n〉 → |↓, n − 1〉 sideband transition. By repumping the atoms
to the |↑〉 ground state, this successively lowers the motional state number and cools the atoms to
the ground state of the σ+-polarized optical lattice potential, which is a dark state of the cooling cy-
cle. Figure (b) shows the displaced lattice potentials, as well as the motional states corresponding to
the transition shown in (a) o�set by their eigenenergies. We only show the real part of the motional
eigenstates, since we chose their phases so that the imaginary part vanishes.

|↓〉 is a dark state. The pushout e�ciency is about 99 %, which is mainly restricted due to o�-resonant
photon scattering on the 2S1/2, F = 3 → 2P3/2, F = 4 transition. The number of remaining atoms is
detected via fluorescence imaging by collecting the scattered photons of the atoms with an EMCCD
camera1.
A direct indication for the cooling e�ciency is the peak height at the first blue sideband, which we

also call cooling transition. When the atoms are hot and therefore populate motional states with n > 0,
microwave radiation resonant to the |↑, n〉→ |↓, n − 1〉 transition can induce cooling, but if the atoms
are cooled to the ground state, they are located in a dark state and the cooling sideband disappears.
This phenomena is illustrated in figure 3.2, showing a sideband spectrum before and after microwave
cooling, taken at a trap depth of U0 = 80 µK. We here scanned the microwave frequency around
the atomic carrier resonance of ω0/(2π) ∼ 9.2 GHz and restricted the scan to the first blue and red
sideband, which are displaced by approximately the harmonic trap frequency relative to the carrier.
The Gaussian shaped envelope directly results from the spectral shape of the microwave pulses, which
are normal distributed as well.

3.2.1 Thermal distributions in quadratic potentials
After molasses and microwave cooling we can approximate the atoms to follow a thermal distribu-
tion. The population of the vibrational levels is then described by a Boltzmann distribution with
temperature T and the probability to find an atom in motional state |n〉 reads

pn =
exp

(
−

En

kB T

)
∑
m

exp
(
−

Em

kB T

) . (3.4)

If we consider the limit of deep lattices, where the harmonic approximation, equation (1.29), holds
true, then one can calculate the ground state population p0 directly from the measured sideband

1 All experimentally determined atom numbers are always normalized to a reference measurement – the pure
survival. We therefore run the exact same exerimental sequence without employing any pushouts and measure
the fraction of atoms remaining in the optical lattice. This allows taking into account all non-intended processes
which lead to the loss of atoms such as noice-induced heating over time or decoherence.
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Fig. 3.2: Sideband-resolved microwave spectra (green) before (a) and after microwave sideband cooling (b). The
height of the first blue sideband – the cooling sideband – decreases for cooled atoms. A least-square
fit (red) given by equation (3.10) gives information about the motional state population of the atoms
as well as the trap depth. Assuming a thermal Boltzmann distribution the associated temperatures are
calculated to be T = (11.7 ± 1.3) µK before and T = (2.2 ± 0.1) µK after microwave cooling. With a
trap depth of U0 = (82 ± 1) µK – the depth seen both by spin |↑〉 and |↓〉 in the perfectly overlapped,
unshifted lattice – we can numerically relate these temperatures to p0 = (36.7 ± 3.6)% for the uncooled
and p0 = (91.9 ± 1.0)% for the cooled case. The harmonic oscillator frequencies – the trapping
frequency – corresponding to the estimated trap depth reads νx = (123.6 ± 0.9) kHz and its position
is indicated by a black dashed line. The inset in (b) shows the cooling sideband after optimization of
the microwave cooling parameters, which results in a ground state population of about 99 %. The red
shaded areas around the adapted curves indicate the 1σ confidence intervals of the corresponding fits,
which hold 68 % of the values drawn from a normal distribution.

height. Following [67], the areas Σ+1 and Σ−1 under the first blue and red sideband respectively are
directly proportional to the corresponding cross sections of the transition and the fraction of atoms
in the ground state regardless of the microwave induced line shape is then given by

p0 = 1 −
Σ−1

Σ+1
. (3.5)

While this method works quite nicely for deeper lattices [14], the relatively low trap frequency and
spectrally broad microwave pulses in the microwave spectrum, shown in figure 3.2, make it hard to
mark out the two areas corresponding to the blue and red sideband precisely. By fitting the three
peaks with a superposition of Gaussian curves, we obtain p0 ≈ (36.6 ± 0.5)% for the uncooled and
p0 ≈ (91.8 ± 0.8)% for the cooled case.

3.2.2 Anharmonicities and decoherence
The harmonic approximation only holds true under the assumption of deep lattices. Atoms in shallow
optical lattices, which are subject to fast transport sequences will however feel the anharmonicities of
the lattice potential.
The main e�ect of the anharmonicity of the trapping potential onto the microwave sideband spec-

troscopy results from the non-equidistant spacing of energy levels, which results in a shift of the
transition frequencies for excited atoms. Given a general resonant microwave transition on the mth
sideband, |F, mF ; n〉→ |F ′, m′F ; n + m〉, not only the associated Franck Condon factor, Fn→n+m, and
therefore the transition probability, but also the transition frequency, νn→n+m, itself changes when
considering di�erent initial motional states n. This e�ect is illustrated in figure 3.3 for a trap depth of
25 µK. While the carrier position nearly stays constant, the sideband positions shift with increasing
motional state n drastically closer to the carrier. For precise measurement of the atoms temperature,
as well as the trap depth we need to consider these e�ects.
Furthermore we observe even for microwave pulses well optimized close to a π-condition a reduction

of the sideband and carrier heights, which can be explained by the duration of Gaussian shaped
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Fig. 3.3: Shift of the transition frequencies due to the anharmonicity and crosstalk of the two lattice potentials
illustrated for driving the transitions with a Gaussian microwave pulse at an trap depth of U0 = 25 µK.
We show the heating n → n + 1 (red), the cooling n → n − 1 (blue) and the carrier transition n → n
(black) for the 11 bounded states |n〉, n ∈ [0, 10]. The transition probabilities are given by equa-
tion (3.11) with pn = δn chosen to be peaked at the associated motional state level and Rabi fre-
quency and pulse length chosen such, that the microwave pulse satisfies a π-condition on the carrier.
The dashed, gray line indicates the trap frequency ±νx given by the harmonic approximation, equa-
tion (1.27).

microwave pulses and the limited coherence time. The two main limiting factors are environmental
induced spin-flips, which are described by the population relaxation time T1 and pure dephasing of
the spin coherences described by the coherence relaxation time T2. In the current state of the setup
we are limited to T1 ≈ 90 ms and T2 ≈ 51 µs, which can can be obtained experimentally by measuring
the fraction of remaining atoms after letting initially prepared atoms relax and pushing out the F = 4
states and by means of Ramsey spectroscopy [14]. A comprehensive list of the physical origin of
decoherence in our experimental apparatus can be found in [46].

Effective two-level system

Here we consider the two states coupled by each individual transition as an e�ective two-level
system, which allows to describe the problem by Rabi oscillations. The interaction between ground
state |g〉 and excited state |e〉 with a near resonant microwave pulse with (angular) frequency ω = 2 π ν
and Rabi frequency Ω(t) is governed by the time-dependent Hamiltonian

He�(t) = ~ω0 σ
† σ +

~Ω(t)
2

(
σ eiω t + σ† e−iω t

)
, (3.6)

where ~ω0 is the energy spacing between the two atomic states and σ = |g〉 〈e|. In the rotating frame
the Hamiltonian – given by the unitary transformation He� → R(t) He� R(t)† + i ~ (∂t R(t)) R(t)† with
R(t) = eiω t |e〉〈e| – can be simplified by the rotating wave approximation and then reads

H̃e�(t) = ~∆ |e〉 〈e| + ~Ω(t)
2

(
σ + σ†

)
, (3.7)

where ∆ = ω − ω0 is the detuning between microwave field and atomic resonance.
Since we are interested in the e�ect of the decoherence induced non-unitary time evolution we have

to describe the quantum state in terms of a density matrix ρ(t). The time evolution is then given by
the corresponding Liouville-von Neumann equation

∂

∂ t
ρ̃(t) = − i

~
[
H̃e�, ρ̃(t)

]
+ ΓL[σ] { ρ̃(t)} + γ⊥L[σz] { ρ̃(t)} (3.8)
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with the longitudinal decay rate Γ = 1/T1 and transversal decay rate γ⊥ = 1/T1 − 1/ (2T2). Here
ρ̃(t) = R(t) ρ(t) is the density operator in the rotating frame, σz = |e〉 〈e| − |g〉 〈g| and the Lindblad
superoperator L is defined as

L[A] {ρ} = A ρ A† −
1

2

(
A† A ρ + ρ A† A

)
. (3.9)

We will now assume that an atom is prepared in state |F, mF 〉 occupying the associated motional
state |m〉 and ask for the transfer probability to the other hyperfine state |F ′, m′F 〉 and motional state
|m〉 induced by a microwave pulseΩ(t) at frequency ν, Πm→n(ν). We obtain this number by numerically
integrating the di�erential equation (3.8) for given pulse shape Ω(t) and detuning ∆ = 2 π (ν − νm→n)
with the atoms initially prepared in state |g〉 = |F, mF ; m〉 to state |e〉 = |F ′, m′F ; n〉. Here νn→m is the
resonance frequency corresponding to the considered transition and the Rabi frequency is given by
the transition matrix element, Ωm→n(t) = 〈F ′, m′F ; m |Hmw(t)| F, mF ; n〉 /~ and therefore proportional
to the associated Franck Condon factor Fm→n.
If we assume the initial motional states |m〉 to be occupied given a probability distribution pm,

the full sideband spectrum – the fraction S of transferred atoms after applying a microwave pulse at
frequency ν – is then obtained by summing over all possible transitions |m〉→ |m + isb〉 with isb ∈ Z:

S(ν) =
∑
isb

∑
m

pm Πm→m+isb(ν) , (3.10)

where the sum
∑

m runs over possible bound states which are allowed for the given transition.
In our experiment microwave sideband spectra are obtained using a Gaussian shaped microwave

pulse,Ω(t) ∝ γ(t) ≡ exp
�
−t2/ (2σ2

t )
�
, which provides us – compared to the sinc2 distribution associated

to a square pulse – with a relatively small spectral width of the sidebands and therefore allows to resolve
the di�erent vibrational sidebands [65] even in shallow lattices. For fitting purposes numerically
solving equation 3.8 repetitively is computationally very demanding. A simpler, phenomenological
model can be obtained by replacing

Πm→m+isb(ν) = A sin2

(
α

2

Fm→m+isb

F0→1

)
exp

[
−
(ν − νm→m+isb)2

2σ2
ν

]
+ b (3.11)

where A is an global amplitude which approximately resembles the e�ect of decoherence, b describes
the noise floor and α determines the microwave pulse condition on the first blue sideband transition
|0〉→ |1〉 generally optimized for α ≈ 1 which corresponds to a π rotation in the Bloch sphere.
If we assume that the population of the vibrational levels is Boltzmann distributed with tempera-

ture T, a least-square fit using equation 3.10 gives us information about the trap depth, as well as the
motional state distribution for the two microwave spectra shown in figure 3.2. Since we now take into
account the anharmonicities, in comparison to the simple Gaussian fits as used in section 3.2.1, the
fitted trap frequency is not exactly coinciding with the sideband position anymore but is slightly cor-
rected to larger values. For the two spectra in figure 3.2 we obtain νx = (123.6 ± 0.9) kHz. For shallower
lattices this deviation increases further. From the spectrum after molasses cooling we obtain a temper-
ature of T = (38.9 ± 6.9) µK corresponding to p0 = (13.8 ± 2.2)% ground state population while the
spectrum after microwave cooling gives T= (1.8 ± 0.1) µK which corresponds to p0 = (92.8 ± 1.9)%
ground state population. Well optimized microwave cooling sequence let us reach about 99 % ground
state population, as illustrated in the inset in figure 3.2b.
Both the numerical solution of equation (3.8) as well as our empirical model also explain the reduced

carrier height in the cooled spectrum. Due to the anharmoncity of the lattice potential the Franck
Condon factor varies for the di�erent carrier transitions |n〉 → |n〉. When the atom populates more
the low energy levels, the e�ective Rabi frequency increases slightly and the atom experiences more
than a π-rotation which then reduces the associated transition probability and therefore the carrier
height.
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3.2.3 Limitations

Both methods – the sideband fit taking into account the anharmonicities, as well as the ratio estimate
based on the harmonic approximation – are reliable methods for obtaining the temperature and a
rough measure for the ground state population when dealing with thermally distributed atomic en-
sembles in deep lattices and were used successively over years to judge for instance the microwave
cooling e�ciency. However, as the main indicator – the cooling sideband height – decreases with
higher ground state population, it becomes more and more di�cult to determine the ground state
population to good accuracy. Additionally, taking a whole sideband spectrum takes time, and as we
saw in the previous paragraph, restricting the spectroscopy to the peak of the cooling sideband is
nearly impossible when considering shallow traps, where anharmonicities play a role. This makes the
previous analysis routine nearly unusable, especially when considering excitations to arbitrary mo-
tional state populations, which we will experience in the context of fast atom transport, see chapter 4.
Although our group recently developed a method [68] to approximately determine the ground

state population just from the heights of the first blue and red sideband by making assumptions
about the motional state distribution and choosing appropriate fitting models, we will here employ an
alternative approach, which will allow us to quantify the ground state population directly for arbitrary
distributions of motional state populations in arbitrary shallow lattices. Furthermore it provides a
simple way to extend the scheme to a full tomography of all motional states.

3.3 Motional state tomography

The basic idea for measuring the amount of ground state population is to remove all atoms except the
ones that occupy the ground state. This can be done by first preparing the atoms in |↑〉 qubit state,
where the motional state distribution pn can be arbitrary and transferring them to the |↓〉 level by a
fast rectangular microwave π-pulse at the carrier frequency. When applying the microwave pulse in
the unshifted lattice, the transfer does not change the motional state population and experimentally
reached e�ciencies of about 97 % when using fast rectangular shaped microwave pulses [14]. After
shifting the lattice apart, the combination of a high resolution Gaussian microwave pulse resonant on
the |↓, n〉→ |↑, n − 1〉 sideband transition, followed by a pushout of all the atoms in F = 4 e�ectively
removes all atoms except the ones in the ground state |↓, n = 0〉 as illustrated in figure 3.4a.
Due to the limited e�ciency of the Gaussian microwave pulse, which also varies between the di�er-

ent motional states due to the anharmonicities of the lattice potential, not all atoms are transferred
and the transition prefers specific motional state |n〉 for which the associated To increase and equalize
the e�ciencies for all motional states, both the Gaussian microwave transfer as well as the pushout can
simply be repeated multiple times. Given Nmst combined microwave transfer and pushout repetitions,
the e�ciency for removing all excited atoms in motional state |n〉 is approximately given by

En = 1 − (1 − εn)Nmst , (3.12)

where εn is the e�ciency of a single application. This exponential scaling brings En close to 1 after
just a few repetitions. A more careful analysis is presented in the following section. This detection
scheme was first introduced in Belmechri et al. [65].

3.3.1 Spectroscopy of motional state distributions

We will consider the experimental cycle in terms of a rate equation considering just the transition
probabilities of the di�erent elements forming the whole sequence and thereby neglecting any of the
accumulated quantum phases. The microwave transition probabilities however will be treated by the
individual numerical integration of equation (3.8) which allows to consider the real quantum evolution
including dephasing within the microwave cycles itself.
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a b

Fig. 3.4: Experimental scheme for the motional state tomography (a). After preparing the atoms in |↓〉 a Gaus-
sian shaped microwave pulse resonant with the isb-th red sideband transfers all atoms from state |↓, n〉
with n ≥ isb to |↑, n〉 where the transferred atoms are then pushed out of the lattice. This scheme
is repeated Nmst times to compensate for low and uneven microwave e�ciencies. The fraction of re-
maining atoms is directly proportional to the cumulative sum of motional state populations

∑isb−1
n=0 pn,

which can be identified from a spectrum, where the microwave frequency is swept over multiples of the
trapping frequency. A fit of equation (3.17) to the carrier and first four red sidebands (red line) of the
experimentally measured spectrum (b) for Nmst = 10 repetitions assuming a thermal Boltzmann dis-
tribution gives a temperature of T= (4.0 ± 0.2) µK. The red shaded area indicates the 3σ confidence
interval associated to the fit.

We represent the initial atomic state populations as a vector

pinit =
∑
S=↑, ↓

nmax∑
n=0

p(S)n |S, n〉 ≡ (
p(↑)0 , p(↓)0 , p(↑)1 , p(↓)1 , . . . p(↑)nmax, p(↓)nmax

)ᵀ
(3.13)

with populations p(↑)0 = 0 and 0 ≤ p(↓)n ≡ pn ≤ 1. The 1-norm of a given ‘state’ p, ‖p‖1 ≡
∑

S

∑
n p(S)n ,

provides us with the fraction of atoms relative to the initial state. This allows to phrase the individual
elements of the detection sequence as matrices describing the transition from one population distri-
bution to another. The pushout pulse then can be simplified written as the block diagonal transition
matrix P with elements

Pm, n =



1 − ε
(↑)
push 0

0 1 − ε
(↓)
push


(3.14)

where we assume that the pushout e�ciency for atoms in F = 4 ε
(↑)
push ≈ 1 and the pushout e�ciency

for atoms in F = 3 and ε
(↓)
push ≈ 0. The microwave square pulse transfer as well as the Gaussian

microwave pulse transitions can be approximated by adapting equation (3.11) for the respective pulse
shape and relative lattice shift1. While the square pulse Msquare is always performed at the fixed
carrier frequency ν0 (which only slightly changes for higher motional states), the Gaussian microwave
transition matrix Mgauss depends on the scanned microwave frequency ν. For Nmst repetitions of the
combined application of Gaussian microwave pulse at frequency ν and pushout, the fraction S of
remaining atoms after the experimental sequence is then given by

S(ν) = 
�
P ·Mgauss(ν)�Nmst

· P ·Msquare(ν0) · p 1
. (3.15)

The measured fraction of remaining atoms in the proximity of the red sideband positions ν ≈ −isb νx
with isb ∈ N>0 for high Nmst is approximately given by the sum over all motional states |n〉 with

1 The square pulse is always performed in the unshifted lattice, ∆x = 0, to suppress any contributions from
sideband transitions, while we the Gaussian microwave pulses for resolving the sidebands is always applied at
the lattice shift of ∆x = 17 nm.
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Fig. 3.5: Motional state tomography for atoms before (a) and after microwave cooling (b) detected at a trap
depth of about U0 ≈ 89 µK. A fit of equation (3.17) to the carrier and the first red sideband (red
line) for a thermal Boltzmann distribution shows good agreement with the data. The red shaded area
indicates the 3σ confidence interval associated to the fit.

n ≤ isb − 1:

P(−isb νx) ≈ B
isb−1∑
n=0

pn , (3.16)

where the factor B which takes into account the baseline resulting from decoherence induced spin flips,
not perfectly e�cient pushouts and microwave pulses as well as o�-resonant microwave transitions.
We numerically confirmed this simple model given reasonable experimental parameters and motional
state distributions by comparing it to sideband spectra extracted from equation (3.15), where the
individual microwave transfer matrices were obtained by numerically solving equation (3.8). This
does not only now allow to extract the ground state population p0 by measuring the first red sideband
n → n − 1, but also to extend this scheme to higher sideband transitions and allowing to extract the
full distribution of motional states. For both applications the baseline B is measured by employing
the same sequence but without triggering the Gaussian microwave pulses. This way we e�ectively
measure the fraction of remaining atoms after the transport for far red detuned microwave transfers,
which also includes losses and decoherence induced spin flips and therefore provides us with a value
for the baseline.

Fast detection of ground state population

For the fast detection of the ground state population we just apply the presented scheme on the
transition frequency of the first red sideband ν0→1 and measure the corresponding baseline. As we saw
in section 3.2.2 the anharmonicity of the lattice potential can shift the e�ective sideband frequency
when exciting the atom to higher motional levels. For the majority of excitation analyzed in the
context of fast atomic transport, chapter 4, it is however su�cient to compensate the anharmonicity
induced sideband shift by a reasonable high number of microwave and pushout repetitions Nmst, which
automatically leads to a flattening of the sideband plateaus, as shown in figure 3.5.

Motional state tomography spectra

If we instead measure a whole spectrum by scanning the microwave frequency over one or more
sideband transitions we can directly use equation 3.17 to extract the motional state distributions. If
we assume that both initial state preparation by the square pulse as well as the pushout e�ciency is
nearly perfect, a simpler fit model for Nmst � 1 and in the case of a thermal Boltzmann distribution is
given by a superposition of generalized Gaussian curves with width σ weighted by the corresponding
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c d

Fig. 3.6: Dependency of the motional state spectroscopy on the number of repetitions Nmst shown for ensembles
of cooled atoms detected at a trap depth of about 80 µK. Both the first red n → n − 1 (left) and blue
sideband n → n + 1 (right) as well the carrier transition n → n (center) are shown. The Gaussian
microwave pulse which is scanned over the whole range of frequencies is optimized for the sideband
transition n → n − 1. The resulting microwave e�ciency for the carrier is quite small as can be seen
from (a) with Nmst = 3 and the pulse is therefore not able to remove all atoms. While the red sideband
height stays approximately constant for increasing number of microwave and pushout repetitions as
expected, the carrier decreases strongly until for Nmst = 15 nearly all atoms are removed. The blue
sideband behaves similarly to the carrier – since we here allow to transfer all motional states except
the highliest excited one – and shows nicely the expected flattening in the valleys.

motional state populations:

S(ν) = B


−

∑
isb

*.
,
1 −

isb−1∑
m=0

pm
+/
-

exp

−

( |ν − νisb |
|√2σ |

)β



, (3.17)

where the scaling factor β reproduces a simple Gaussian curve for β = 2 and mimics the flatten-
ing of the sidebands for β > 2. Figure 3.4b shows a broad scan with Nmst = 10 repetitions which
covers the first four red sidebands and represents a thermal Boltzmann distribution of atoms after
microwave sideband cooling with a temperature of T = (4.0 ± 0.2) µK, which does not represent
perfect cooling but is in good agreement to the temperature estimated from standard microwave side-
band spectroscopy. A direct comparison of the ground state population before and after microwave
cooling can be seen from the two spectra shown in figure 3.5. A least square fit of equation (3.17)
gives us T= (15.8 ± 1.4) µK before and T= (1.9 ± 0.1) µK, corresponding to p0 = (19.4 ± 2.5)% and
p0 = (96.1 ± 1.1)% for the estimated trap parameters.
The dependency of the recorded spectrum on the number of repetitions Nmst is shown in figure 3.6

for ensembles of microwave cooled atoms. While the microwave pulses on both carrier and blue
sidebands allow to fully remove all atoms with the repeated pushout application, the red sideband
heights saturate at a level given by the respective motional state populations. For reliably detecting of
the motional ground state population we empirically estimated Nmst = 15 as a good balance between
e�cient pulses and limited decoherence as well as o�-resonant microwave transitions. Similar to the
reduced carrier height observed in the standard microwave sideband spectrum, when comparing the
spectra of cooled and uncooled atoms the carrier in the motional state detection scheme also changes
its height. Again, the increase of the e�ective Rabi frequency leads to a decreased transition e�ciency
which limits the maximum fraction of removed atoms and also narrows the corresponding peak.

42



Chapter 4

Fast atom transport

As motivated before, atomic interferometry applications like discrete time quantum walks or Hong-Ou-
Mandel interference strongly rely on the indistinguishability of particles which demands for transport
operations, where the motional state of the atom is not changed. Since we are working with atoms
prepared in the motional ground state of the lattice potential, we require transport sequences to not
excite the atoms to higher motional states and the final atomic quantum state to be equivalent to the
initial one up to a global phase factor. Transport sequences which satisfy this absence of vibrational
excitations at the target position are described as ‘faithful’ or frictionless [69].
One way to achieve frictionless transport operations is by adiabatically ramping the lattice posi-

tion and dragging the atom slowly along the optical dipole trap. The theorem of adiabaticity [70]
ensures, that the system follows at all times the instantaneous eigenvalues and eigenstates of the time-
dependent Hamiltonian. Therefore, if we initially prepare the atom in the motional ground state, it
ensures that the system also remains in it. Unfortunately this process is intrinsically slow and the
long transport times make this method experimentally impractical, since they often exceed times
much longer than the coherence time of the quantum system, which is the main limitation for long
experimental sequences.

Shortcuts to adiabaticity

One way to overcome these limitations is the so called ‘bang-bang’ transport scheme [36, 71, 72]
which exploits the fact that single optical lattice sites can be approximated to first order by a harmonic
oscillator potential. Abruptly accelerating and decelerating the lattice by two delta-like kicks, where
the time between the kicks is exactly an integer multiple of the harmonic oscillation period, promises
to leave the atom in the coherent ground state of the moving lattice potential. This shortcut to
adiabaticity allows us to transport atoms over single lattice sites without creating nearly any excitation
and was successfully used in numerous experiments over many years [22, 42, 73–75]. Due to the
anharmonicities of the lattice the kick induced momentum transfer to the atoms has to be limited
strongly, so that the required times for a faithful single lattice site transport is about two to three times
the longitudinal oscillation period. We will analyze the linear transport scheme in detail in section 4.2.
The more general approach to the problem of fast atom transport which also takes into account

the anharmonicity of the lattice potential and therefore should allow even shorter transport times is
provided by quantum optimal control theory [76]. Here we allow arbitrary lattice shaking and find
high-fidelity solutions by means of mathematical optimization methods, like Pontryagin maximum
principle [77]. The methods of optimal control theory will be applied to the problem at hand in
section 4.3.
When employing a general framework for the derivation of optimal transport sequences it is also

very interesting to ask for the minimum transport time allowed for frictionless transport. We will
see in section 4.4 that every quantum system has an intrinsic speed limit resulting from the energy
time uncertainty relation. We will analyze this quantum speed limit by using a numerical quantum
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Fig. 4.1: Judging the quality of atomic transport sequences by the transport fidelity F. The figure shows three
snapshots of the spatial probability density |ψ(x)|2 of the atomic wave function for a transport se-
quence connecting two motional ground states displaced by a distance d = adt reaching a transport
fidelity of 60.3 %. The time evolution is obtained from a numerical quantum simulation introduced in
section 4.3.1.

simulation and explore it experimentally for the single site transport of single atoms.
To experimentally verify the numerical solutions presented in the following, we need a measure for

the transport fidelity, which reliably tells the di�erence between a good and a bad transport sequence
independent of the initial or final state. The here employed detection scheme is based on the motional
state detection presented in chapter 3 and is discussed in the following section.

4.1 Transport fidelity
To judge the quality of an atomic transport, we introduce the transport fidelity F, which is the absolute
value of the overlap of the atomic wavefunction after transport |ψfinal〉 with the target state |ψtarget〉:

F=
�〈ψtarget | ψfinal〉

�
=

�〈ψtarget | U0→T | ψinit〉� . (4.1)

Here U0→T is the unitary time evolution operator, which describes the atomic motion determined by
the time-dependent Schrödinger equation from an initial state |ψinit〉 to a final state |ψfinal〉. For the
time-dependent driven Hamiltonian H(t) is is given by

Ut1→t2 = exp
*..
,
−

i

~

t2∫
t1

d t H(t)+//
-

(4.2)

for any times t2 ≥ t1 and contains the dependency on the the transport time T directly and the depen-
dency on the transport sequence as well as the distance d through the time-dependent Hamiltonian
H(t) = H [x0(t), U0(t)]. For transferring a localized atom from position x and motional state m to
position x + d and motional state n we specify the transition matrix elements of the transport fidelity
as

Fm→n(d) = |〈x + d, n | U0→T | x, m〉| (4.3)

In this thesis we will mostly focus on transport sequences interconnecting two localized motional
ground states, so that m = n = 0.

Experimental measurement of the fidelity

Due to limited optical resolution it is impossible to precisely measure the spatial distribution of the
atomic wave function after transport, as done in [78] for example, neither it is possible to detect the
overlap with the target state in position basis. To judge the transport fidelity we however can rely on
the methods of motional state detection, which were introduced in the previous chapter, to project the

44



atomic wavefunction on the longitudinal vibrational states of the lattice potential. If we assume that
the atom is initially prepared in the motional ground state by means of microwave sideband cooling
this allows to determine the transition matrix elements F0→n as given by equation (4.3).

Non-perfect cooling

If we however start with a not perfectly prepared ground state, meaning that the distribution of
motional states |n〉 is for instance given by a Boltzmann distribution p(init)n at finite temperature T, the
measured ground state population after the transport does not directly provides us with the transport
fidelity F. If we however make the assumption, that the initial state can be viewed as an statistical
mixture of motional states, the population of the target ground state is approximately given by the
sum of individual transition probabilities connecting the initial motional state |n〉 with the final state
|0〉:

p(final)0 =

N−1∑
n=0

p(init)n Fn→0 , (4.4)

where N is the number of bound states. We can then express the fidelity F= F0→0 as the ratio of the
measured ground state population before and after transport plus an additional correction term:

F= *
,

p(final)0

p(init)0

+
-
−

N−1∑
n=1

p(init)n

p(init)0

Fn→0 . (4.5)

The initial temperature Tand therefore also the initial excited state distributions pn with n ≥ 1 can be
easily calculated by numerically solving the Boltzmann equation (3.4) given p0. The transition proba-
bilities Fn→0 for n ≥ 1 can be theoretically estimated by employing a numerical quantum simulation.
For all the experimentally measured transport sequences considered in this thesis the corresponding
correction term however was derived to be always below 3 % and in most cases even below 0.3 %.
Compared to the usual uncertainties of the measurements we can therefore neglect this term without
any concern and extract the transport fidelity just from the ratio of the ground state population before
and after transport.

Transport survival

A second indicator for the success of the transport sequence is the transport survival. While it
is not possible to distinguish between slight changes in the quality of the transport, the ratio of the
number of atoms before and after the transport sequence can give a rough estimate on the amount of
strongly excited and therefore lost atoms.

4.2 Linear transport in harmonic potentials
Until now transport sequences in the experiment used the so-called ‘bang-bang’ transport scheme,
which relies on the harmonic approximation of the lattice potential for deep lattices. As illustrated in
figure 4.2a it consists of a linear ramp of the lattice position over a distance d,

x0(t) =



0 t < 0
d
T t 0 ≤ t ≤ T
d t > T

, (4.6)

while the trap depth U0 is kept constant during transport. The atom therefore exhibits two momentum
kicks at time t = 0 and t = T , one accelerating the atom and one stopping the atom at its destination. If
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Fig. 4.2: Linear ‘bang-bang’ transport sequence (a) and corresponding measured transport fidelity (b) for di�er-
ent transport times T . The peaks of high-fidelity are separated by approximately multiples of the har-
monic oscillator period Tho = 14.5 µs (dashed green lines). The small deviation results from the strong
anharmonicity of the optical lattice. The trap depth is obtained by fitting the transport fidelity using a
numerical quantum simulation of the atomic motion (red line) and reads U0 = (28.62 ± 0.24) µK× kB.
The red shaded area indicates the 3σ confidence interval of the fit and the dashed gray lines multi-
ples of the associated harmonic oscillator frequency. The simulated time evolution of the transport
sequence for the second fidelity peak at T = 30.39 µs is shown in Wigner phase space (c).

we choose the transport time T to be a integer multiple of the harmonic oscillator period Tho = 1/νho,
the transport sequence promises to reach a high transport fidelity.

We verified the transport fidelity experimentally by preparing atoms – optically pumped into the |↑〉
spin state – in the motional ground state |n = 0〉 of their respective lattice site potentials and transport-
ing them using the linear transport scheme over a distance d = adt while varying the transport time
T . After the transport, the fidelity is determined from a measurement of the ground state population
employing our new motional state detection scheme. The measured ground state populations are nor-
malized by the ground state population without transport, which amounts just to (83.5 ± 8.9)% due to
non-perfect sideband cooling and slight vibrational heating, which was present in this particular run
of the detection sequence. The estimated transport fidelity is shown in figure 4.2b. A least-square fit
employing a numerical simulation of the quantum system taking into account the anharmonicities of
our lattice potential, as introduced in section 4.3.1 shows a perfect agreement with the experimentally
obtained data and allows to precisely determine the trap depth and associated harmonic oscillator
period. We estimate U0 = (28.62 ± 0.24) µK × kB corresponding to a harmonic oscillator period of
Tho = (14.4 ± 0.1) µs.

4.2.1 Coherent states

The ‘bang-bang’ transport relies on the harmonic approximation of the potential. The oscillating
motion of a quantum particle confined in a harmonic oscillator is best described by the framework of
coherent states, which closely resemble the oscillatory dynamics of a classical harmonic oscillator. A
displacement of the motional ground state |n = 0〉 from the origin of the system can be described by
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application of the displacement operator D(α) = exp (α a† − α∗ a), where
a =

1
√

2 M ωho ~
(M ωho x + i p) , a† =

1
√

2 M ωho ~
(M ωho x − i p) (4.7)

are the annihilation and creation operator of the harmonic oscillator number states |n〉 and α ∈ C is
a measure of the displacement. Using the fact we can express any number state as |n〉 = (a†)n/√n! |0〉
the resulting coherent state can be written as a Poissonian distribution of number states,

|α〉 = D(α) |0〉 = e−|α|2/2
∞∑
n=0

αn

√
n!

|n〉 , (4.8)

with mean 〈n〉 and variance ∆n2 = 〈n2〉− 〈n〉2 both equals to |α|2. The free time evolution of coherent
states governed by the time independent Schrödinger equation is given by

|α(t)〉 = e−iωho t/2 D
(
α e−iωho t

) |0〉 . (4.9)

The coordinate representation in position space therefore can be directly related to the harmonic
ground state wave function given by equation (1.28) and the spatial probability density is given by a
Gaussian with width σx =

√
2 ~/(M ωho). The mean position and momentum of the wave packet are

oscillating in phase space just like a classical pendulum,

〈x(t)〉 =
√

2 ~
M ωho

|α| cos (κ − ωho t) , 〈p(t)〉 = √
2 M~ωho |α| sin (κ − ωho t) (4.10)

with phase κ = arg(α). Furthermore it can be shown that the coherent states |α〉 of the quantum har-
monic oscillator satisfy the equality of the position and momentum Schrödinger uncertainty relation

∆p∆x = ~/2 with ∆O =
√
〈O2〉 − 〈O〉2 independent of α and therefore exhibit minimum uncertainty

in position x and momentum p and keeps this even during time evolution.
To describe the principle of the ‘bang-bang’ transport sequence, we will therefore consider the

potential to be harmonic and further assume that the transport sequence couples the ground states
|x, n = 0〉 and |x + d, n = 0〉. To describe the full quantum dynamics in terms of coherent states, we
transform to the reference frame moving with the lattice minimum position xref(t) = x0(t).1 The first
momentum kick applied to the atom can then be understood as a displacement D(αv) and the atom
therefore is brought from |n = 0〉 into a coherent state |αv〉 with

αv = i

√
M v2

2 ~ωho
, (4.11)

where v = [x0(T) − x0(0)] /T is the (constant) velocity of the optical lattice during transport. During
the linear part of the transport sequence, no force acts on the quantum system and from equation (4.10)
we conclude that the coherent atomic state processes freely around the phase space origin with radius
∝ |αv | and its round-trip time given by the harmonic oscillator period Tho. A second, opposite
momentum kick at time T = N Tho with integer N , corresponding to the displacement D(−αv), brings
the atom back to the ground state |n = 0〉.

4.2.2 Phase space representation
The Wigner function describes the distribution both in position and momentum space and is related
to the position space wave function ψ(x, t) by

W (x, p; t) =
∞∫

−∞

d y ψ∗(x + y, t)ψ(x − y, t) e2 i p y/~ . (4.12)

1 This transformation to a non-inertial reference frame will be discussed in the following chapter and a more
detailed description is given in appendix A.3.
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The harmonic oscillator ground state is represented by a two-dimensional Gaussian distribution with
width

√
~/(2 M ω) in position and p0 ≡

√
2 ~ M ω in momentum space.

Figure 4.2c shows the simulated time evolution of an atom in a U0 = 25 µK×kB deep sinusoidal opti-
cal lattice subject to a ‘bang-bang’ linear transport sequence in Wigner phase space. The equipotential
lines shown in the plot indicate the solutions (x, p) of the classical particle energies

E(x, p) = p2

2 M
+U0 (1 − cos2(kdt x)) !

= En (4.13)

given the eigenenergies En of the motional states for all bound states |n〉. The here shown transport
sequence brings the initially completely localized atom to a non-zero coherent state, which corresponds
to an excitation of about one motional quanta. The coherent state propagates in Wigner phase around
the origin (x, p) = (0, 0) as described by equation (4.10) with its orbital period approximately given
by the harmonic oscillator period Tho. After two full round trips, the second kick brings the atom
back to the ground state.

Anharmonicities

Due to the strong anharmonicity of the lattice potential – only 11 motional states are totally bound
– the required time for the atom to make a full cycle in phase space deviates slightly from the harmonic
oscillator period. During the transport the wave packet undergoes furthermore a excursions of about
0.1 adt out of the potential minimum. Here, exposed to higher anharmonic contributions, the shape
of the wave packet disperses which results in slight vibrational excitation and a reduced transport
fidelity of F ≈ 98 %, while the harmonic counterpart would be completely lossless. This limits the
application to higher multiples of the harmonic oscillator period, where the required momentum kick
is much lower so that the excited atom does barely feel the anharmonicity of the lattice potential.
Experimental applications in the past relied on non-perfect linear transport at two and nearly perfect
transport at three times the harmonic oscillator period.
However, the linear transport approach is a good initial guess and reference for the optimization

approach presented in the following section. To enable fast comparison over the reached transport
times of the di�erent transport approaches we like to give an overview over the intrinsic time scales
at the here considered trap depths:

trap depth U0 15 µK × kB 25 µK × kB 30 µK × kB 80 µK × kB

harmonic oscillator period Tho 19.98 µs 15.48 µs 14.13 µs 8.65 µs

4.3 Optimal control transport

Optimal control theory

Optimal control describes the methods used to find a control feedback which minimizes or max-
imizes a specific performance criterion of a control system overcoming the iterative trial-and-error
attempt of classical control system design [27]. Optimal control theory has its mathematical origin
in the calculus of variations in the 17th century [79] and one of the probably most famous problems
of optimal control theory is the Brachistochrone problem formulated by Johann Bernoulli in 1696
[80]. As a challenge “to the most acute mathematicians of the entire world“ he asked for the path
connecting two points on a plane in di�erent heights which allows the fastest decent of a friction-less
object only under the influence of gravity. With the formulation of the Euler-Lagrange equations, the
work of Adrien-Marie Legendre and Karl Weierstrass and the maximum principle by Lev Pontryagin
the foundations for the methods of modern optimal control theory were laid [81].
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Quantum optimal control

Due to quantum interference of paths in the Hilbert space, optimization of quantum dynamics
can not be directly formulated in the sense of classical optimal control theory [82]. Instead, a cost
functional which describes the probability of reaching a defined target state is defined as a function
of one or more control parameters, which can then be varied to minimize the cost. Additional con-
straints and costs associated with specific experimental conditions, like fixed maximum amplitudes or
maximum overall power of control pulses, limited time resolution or limited feedback control band-
width can either be included into the cost or handled directly by choosing appropriate mathematical
optimization routines.

Optimal control atomic transport

Optimal control transport of atoms and atomic clouds trapped by optical tweezers, segmented
dipole trap arrays or optical lattices has been analyzed in the past with both analytic as well as
numerical attempts and mainly rely on the harmonic approximation of the considered trap potential.
Many analytic approaches are based on dynamical invariants, like the quadratic in momentum

Lewis-Riesenfeld invariant, and are combined with methods to inverse engineer the optimal control
solutions from classical particle solutions [83]. These methods were applied for example to atoms in
displaced harmonic potentials realizing arbitrary fast transport sequences [84] and sequences robust
against changes in the trap frequency [85]. Furthermore fast bang-bang and throw-catch optimal
control transport sequences for single ions in a displaced harmonic oscillator were proposed to be
applied in a real experimental setup [86]. Attempts for anharmonic potentials were made by estimating
the fidelity drop of harmonic optimal control solutions for anharmonic distortions [84] or by bounding
the relative displacement between trap center and classical particle trajectories [87]. By assuming a
bounded displacement velocity, bang-bang like optimal control solutions for a displaced harmonic
oscillator based on Pontryagin’s maximum principle were found [69]. Another attempt to countervail
anharmonicities can be made by the introduction of additional compensation forces allowing invariant-
based inverse engineering solutions even for anharmonic distortions [88], which was also proposed
for the experimental realization for transporting Bose-Einstein condensates under the influence of
experimental noise [89].
Numerical attempts using steepest descent gradient search algorithms were used to find optimal

control solutions for the transport of single ions in segmented Paul traps allowing high-fidelity trans-
port in roughly two oscillation periods [90] Numerical optimization approaches mostly rely on special
tailored optimization algorithm, like the Krotov algorithm [91] or Gradient-Ascent Pulse Engineering
(GRAPE) [92] and often combined with a chopped random basis (CRAB) approach [93, 94] to min-
imize the solution space. These approaches were successfully applied to transport of single ions in
segmented Paul traps [36, 95] Furthermore they realized fast quantum gates for atoms trapped in an
optical double-well potential [96], improved engineering of phase transitions and loading of ultracold
atoms in optical lattices [97] as well as counterdiabatic optimal control transport of trapped ions in an
optical dipole trap in phase space [98]. To compensate bad performance of numerical optimization
strategies even attempts to let humans solve the quantum optimal control problem of transporting
ions in optical tweezers through a computer game [37] were made. However they were still being
outperformed by the computer [38].

Roadmap

We will here attempt an numerical optimization approach based on a convenient basis selection and
an rather usual, but high-performance interior point optimization algorithm. This algorithm will be
applied to a numerical quantum simulation of the atomic motion taking into account the exact form
of the anharmonic one-dimensional optical lattice potential. The extracted optimal control solutions
will be then tested experimentally, which makes this ansatz an open loop control approach. We will
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focus on the experimental verification of the numerically calculated optimal control sequences in
section 4.4.
We will furthermore focus our search for optimal control transport ramps on atoms in spin state |↑〉,

since the dipole trap crosstalk compensation, as shown in section 1.5, allows us to construct optimal
control transport ramps for spin state |↓〉 directly from the solutions for spin |↑〉. The successful
application of this adaption is presented in [68].

4.3.1 Numerical optimization approach
If we limit the quantum system to an one-dimensional optical lattice, the atomic motion is described
by the time-dependent Schrödinger equation. In the laboratory reference frame it is given by

i ~
∂

∂ t
ψ(x, t) = H(x, t)ψ(x, t) =

(
p2

2 M
−U0(t) cos2 [kdt (x − x0(t))]

)
ψ(x, t) , (4.14)

where p = −i ~ ∂x is the momentum operator and ψ(x, t) the atomic wave function. For arbitrary
driving of lattice position x0(t) and trap depth U0(t) the general solutions of this equation are non-
trivial and analytically not within reach.
To predict the dynamics for a given transport trajectory we therefore employ a numerical quantum

simulation of the Schrödinger equation using a split-step method as introduced in appendix A.4.
Therefore the atomic wave function is discretized on a finite position grid and its time evolution
is obtained by approximating the Hamiltonian to be constant for small time steps of size δt. The
expected accuracy is in the order of O(δt)3 and was tested and benchmarked extensively. For the
considered transport times and spatial extensions of the wave function we choose 29 points for the
discretization of one lattice site and about 212 points for the discretization of time. This corresponds
to a spacing of about δx = 0.8 nm in position and a spacing of δt = 2 ns to 5 ns in time domain and
turned out to be more than su�cient.
To further increase the accuracy of the optimization algorithm and to be also able to have di�erent

viewpoints to analyze the transport sequences in detail we generalized the quantum simulation to
arbitrary reference frames. Besides the laboratory frame we also consider the transport sequence in
the reference frame co-moving with the lattice, which was already employed for the Wigner phase-
space analysis in section 4.2.2, as well as the reference frame associated to the trajectory of a classical
particle of mass M which is exposed to the same transport sequence. The latter is defined by the
solution xcl(t), ẋcl(t) to the classical Newtonian equation of motion

M ẍcl(t) = ∂

∂ x
U0 cos2 [kdt (x − x0(t))]

�����x=xcl(t)
= −kdt sin [2 kdt (xcl(t) − x0(t))] . (4.15)

The corresponding transformation to a non-inertial reference frame as well as the form of the trans-
formed Hamiltonians is presented in more detail in appendix A.3.

The optimal control problem

For allowing arbitrary modulations of the transport trajectories we need to find an mathematical ex-
pression for any possible transport sequence. We choose a Fourier basis and write a general transport
ramp as a superposition of a linear ramp and some sinusoidal modulations:

x0(t) = x0(0) + x0(T) − x0(0)
T

t +
Nx∑
n=1

x( f )n sin
(
π n
T

t
)

U0(t) = U0(0) + U0(T) −U0(0)
T

t +
NU∑
n=1

U ( f )
n sin

(
π n
T

t
) , (4.16)
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Fig. 4.3: The working principle of the interior point algorithm exemplary shown for a single-site transport
optimization at a fixed trap depth of U0 = 80 µK × kB and a transport time of T = 10.5 µs restricted
to two trap position Fourier components (a). The transport fidelity is color-coded. The white line
indicates the outer boundary of the feasible region as restricted by the phase slope constraint (2.23)
and the red circles show the path of the optimization algorithm through the solution space with the
numbers indicating the number of function calls. Figure (b) shows the corresponding transport fidelity
in dependency on the number of optimization steps as well as the optimized transport sequence as an
inset.

which directly takes care of the boundary conditions x0(t < 0) = x0(0), x0(t > t) = x0(T), U0(t <
0) = U0(0) and U0(t > T) = U0(T) for trap position and depth. Due to the constraint modulation
bandwidth of both trap depth U0(t) and trap position x0(t), we can limit the number of Fourier
components Nx, NU to a finite number. However, as we will see in the following the intrinsic time
scales of the quantum system itself decreases the number of e�ectively required Fourier components
to a finite and numerically manageable number.
This now allows phrasing the optimal control problem for transporting an atom from state |ψinit〉

over a distance d (in lattice sites) to state |ψtarget〉 in a given transport time T as a numerical mini-
mization problem of the transport infidelity with respect to the Fourier components:

min
{x( f )n }, {U ( f )

n }
1 − F(x0(t), U0(t)) , (4.17)

where the trajectories x0(t) andU0(t) are given by (4.16) with boundary conditions x0(0) = 0, x0(T) = d
and U0(0) = U0(T) = U0 for all practical purposes. The minimization problem therefore also depends
on the fixed transport time T . Now given some initial guess for the set of Fourier parameters we can
employ an numerical minimization algorithm to solve the problem and optimize the transport fidelity.
We will focus on also minimizing the transport time in section 4.4.
For experimental realization of the transport ramps we also like to introduce additional constraints

on the Fourier components {x( f )n }, {U ( f )
n }. Due to limited laser power and to reduce the scattering

rate of lattice photons during transport we like to restrict the trap depth to some range U0(t) ∈
[U (min)

0 , U (max)
0 ]. To allow for a reproducible phase lock response we also want to be able to limit the

change of trap position ẋ0(t) to a finite interval as discussed in section 2.2.3. From equation (2.23)
we conclude | ẋ0 | ≤ ẋ(lim)

0 = 0.133 adt µs−1. We can either add these constraints in terms of a cost
functional to the transport infidelity and choosing suited weights or by adding hard constraints to the
solution space in which the optimization algorithm searches for an optimum. After testing out both
variants we chose the latter because of improved performance.
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Choice of the optimization algorithm

In general given more than five or ten parameters which determine the cost functional, the optimiza-
tion landscape is highly dimensional. We are furthermore confronted with a nonlinear programming
problem in which the objective function and constraints are nonlinear functions of the optimization
parameters. While linear or quadratic programming optimization problems allow to deduce a set
of rules the solver can follow when determining gradients for determining the direction of search in
the optimization landscape, nonlinear problems generally require an iterative procedure to scan the
current surrounding of the optimization landscape at each major iteration.
The interior point algorithm [99–101] is a solver designed for a nonlinear programming problem

with cost functional c(x) subject to a set of in general nonlinear constraints. It is a large-scale opti-
mization algorithm based on the repeated application of quadratic programming algorithms and uses
barrier functions and trust region steps to ensure robustness. It can furthermore work with arbitrary
nonlinear functions (which are convex) without providing any analytic gradients. The minimization
problem can be phrased as

min
x

c(x) subject to u(x) ≤ 0 ∧ v(x) = 0 , (4.18)

where x ∈ RNx is the in general multidimensional optimization parameter, {ui(x)}Ng

i=1 the set of
inequality and {vi(x)}Nh

i=1 the set of equality constraints. In our case x is given by the set of Fourier
components, which define the transport ramp as given by equation (4.16) and therefore Nx = Nx+NU .
If consider an optimization of both the trajectory in trap depth and lattice position and want to
constrain both the maximum of the absolute trap velocity as well as the trap depth, we can phrase
this in terms of the nonlinear inequality functions ui(x) and write

u1(x) = −
(
min
t

[U0(t)] −U(min)
0

)
, u2(x) = +

(
max

t
[U0(t)] −U(max)

0

)
,

u3(x) = −
(
min
t

[ẋ0(t)] + ẋ(lim)
0

)
, u4(x) = +

(
max

t
[ẋ0(t)] − ẋ(lim)

0

)
.

(4.19)

We use the interior-point algorithm implementation provided by the numerical optimization toolbox
of Matlab [102].

Fidelity landscape

The working principle of the optimization algorithm is illustrated in figure 4.3 showing the fidelity
landscape for a single-site transport optimization at a fixed trap depth ofU0 = 80 µK×kB and transport
time of T = 10.5 µs. For graphical purposes we restrict the number of Fourier components to Nx = 2
(and NU = 0). With a transport time of 1.2 times the harmonic oscillator period at the given trap depth
the linear bang-bang ramp is expected to be not of high fidelity and we therefore set the initial guess
for the optimization parameter x = (x(f)1 , x(f)2 ) to some random position in the optimization landscape.
The size of the feasible region in which the algorithm is allowed to search for an optimal solution for
the problem is limited by a hard boundary given by the constraints added to the system. We here
choose an experimentally feasible setting and limit the maximum phase slope as described before
which makes the boundary constrained region a drop shaped area. Starting from the initial guess the
interior-point algorithm starts to traverse through the transport fidelity landscape by first scanning the
bounds of this feasible region. When it finds a point which violate the constraints, it decreases the step
size until it ends up back in the feasible region. It therefore scans the landscape from the ‘interior’
of the allowed area. After around 25 function calls the optimization already finds the relatively big
peak of high fidelity and the last steps just slightly correct the position to its absolute maximum.
The maximum transport fidelity of F = 97.23 % is reached at x/adt = (−0.1542,−3.8167) × 10−2

after about 160 optimization steps, as shown in figure 4.3b. Larger solution spaces for Nx ≥ 15 and
Ny ≥ 15 are traversed in similar order of step numbers, not exceeding 5000 function calls, which
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makes the optimization of a single lattice site transport last from just a few seconds to maximum five
minutes. With an relative fidelity increase of about one order of magnitude compared to the bang-
bang solution at that specific transport time (F= 10.00 %) even this simple optimization setup could
already strongly improve the transport fidelity. With a comparable transport fidelity reached by the
bang-bang solution at T = 17.9 µs ≈ 2Tho the optimal control solution could also decrease the the
required time to about 60 %. Additionally the required transport trajectory, as shown in the inset in
figure 4.3b, is slightly smoother compared to linear ramp and with the limited bandwidth of out phase
lock loop also experimentally easier to apply.
In the here considered setting with just two Fourier components to vary, the solution space is rather

simple and just consists out of a single optimal control solution indicated by a strong fidelity peak
close to the point x/adt ≈ (0, −4) × 10−2 lying inside the restricted region. When increasing the solu-
tion space by adding more Fourier components or by removing the constraints, the fidelity landscape
shows in general much more than one optimum solution. This raises the question whether the numer-
ical optimization algorithm might get stuck in local but non-global minima. The question whether
unconstrained optimal control problems can exhibit local traps in their fidelity landscape is subject to
a controversial discussions in quantum optimal control theory. While there exists a lot of theoretical
arguments for trap-free optimal control landscapes [82, 103], it is also easy to provide simple coun-
terexamples of quantum systems which experience these sub-optimal extrema [104, 105]. However,
local traps in the landscape are expected to be generally trivial to detect by standard optimization
algorithms, which makes the search for optimal controls generally stable and robust against noise
[106]. In the case of contrained optimal control landscapes local traps are proven always to exist,
in practice however become for fixed control times also easy to escape [107]. In the analysis of the
optimal control landscape associated to the transport fidelity we could confirm the existence of local
traps in the presence of constraints like phase slope or amplitude limitations. In the small subset of
the high-dimensional solution space which we scanned, the here used interior-point optimization algo-
rithm however was mostly capable of escaping these traps. This was also confirmed by randomizing
the initial guess of the optimization and obtaining the same or equally good optimal control solution.
Only for really short transport times the optimization algorithm was getting stuck easily also in the
absence of any constraints. We however believe that this could be circumvented by allowing for more
optimization steps, as well as by tweaking the settings of the chosen optimization algorithm more
carefully. A simple solution for reaching small transport times is provided in section 4.4.

4.3.2 Comparison to linear transport

For better comparison of the optimal control solutions to the ones predicted by the harmonic bang-
bang transport scheme we consider two transport sequences of di�erent duration at a relatively low
lattice depth of U0 = 25 µK × kB, as shown in figure 4.4a. Both ramps reach a (simulated) transport
fidelity of F ≥ 99.99 %. We here increase the number of Fourier components to Nx = 15, which as
we will later find out is a good upper bound and believed to cover the full bandwidth of the quantum
system. The initial guess is chosen to be an linear ramp with all Fourier components equal to zero. If
not noted otherwise, this is the default setting for the following analysis.
While the slower transport sequence at T = 2.2Tho = 34.1 µs looks relative smooth, the fast solution

at T = 1.5Tho = 34.1 µs relies on two hard kinks at t = 0 and t = T comparable to the bang-bang
solution as well as strong oscillations of the lattice potential during the transport sequence. We can
also confirm this behavior by looking at the time evolution of the atomic wave function in Wigner
phase space, as shown in figure 4.4. The longer optimal control solution just slightly excites the atom
to less than a single motional quantum and keeps the atom always close to the trap center. Both the
uncertainty in position as well as in momentum stay approximately constant during the transport
sequence, making the atom always remain in a coherent-like state. The transport trajectory in phase
space therefore just performs a small closed loop cycle in phase space.
The fast transport sequence in comparison strongly excites the atom with the initial kick close

to the boundary of possible and bound momenta, where we can already conclude an approximate
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Fig. 4.4: Two optimal control transport sequences for di�erent transport times (a) and the comparison of their
trajectories in Wigner phase space (b), (c), (d) shown in the co-moving reference frame of the trap
position. The trap depth is fixed at U0 = 25 µK × kB and the ramps are obtained by the numerical
optimization with Nx = 15 Fourier components. Both the slow (blue line) as well as the fast transport
sequence (red line) reach a transport fidelity of above 99.99 %.

time limit for this type of control, since for even faster transport sequences this amount of excitation
increases furthermore. The energy transferred to the atom is mainly converted into kinetic energy
of the atom making it oscillate strongly through nearly all possible momenta. By however keeping
the atom also always close to the trap center and therefore limiting the potential energy strongly, the
atom is protected by the strong anharmonicity of the relatively shallow lattice and instead stays in a
coherent-like state during the whole time evolution. Instead of being forced to let the system freely
evolve in between the momentum kicks, the optimal control solution is able to modulate the trap in
a way, that the state can jump between the circular energetic levels of the respective coherent states.
These modulation induced shortcuts in phase space makes the optimal control ramp beat not only
the adiabatic approach by far, but also improves strongly over the simple linear bang-bang solution,
which can just shorten the path at the initial and and final momentum kick.

We can furthermore see clearly, that the optimization algorithm tends to symmetrize both the
transport ramp as well as the time evolution in phase space. The former shows a rotational symmetry
round the half time point t = T/2, x0(T/2) = adt/2 and the latter is mirror symmetric around the x = 0
axis in phase space. We will analyze this symmetry in the next section.

54



4.3.3 Symmetries
As discussed before, the periodicity of the lattice potential implies a discrete translational symmetry of
the Hamiltonian. We will now show that the system exposed to an optimal control transport sequence
also exhibits a time-reversal symmetry, which we will relate to the rotational symmetry of the transport
trajectory as observed in figure 4.4a.

Time reversal symmetry

We consider an optimal control transport sequence x0(t), U0(t) for transporting |x, n〉 to |x + d, n〉
in time T with d = N adt (N ∈ Z) a multiple of the lattice constant and assume that the transport
fidelity reaches Fn, n(d) = 1. Given that x0(0) = 0, x0(T) = d, as well as U0(0) = U0(T), the initial
and final state can then be related to each other by employing the discrete translational invariance
x → x + adt represented by the shift operator T ≡ T(adt) = exp (−i adt p/~). Except an additional
dynamical, constant phase α, the final state is directly given by the initial state displaced by N lattice
sites:

|ψ(x, T)〉 = ei α TN |ψ(x, 0)〉 = ei α |ψ(x + N adt, 0)〉 (4.20)

For the specified optimal control transport sequence the Hamiltonian of the driven quantum system
therefore should therefore be symmetric under the e�ect of time reversal Θ and discrete translation
TN : �

H(t),ΘTN
�
= 0 (4.21)

If we employ the commutator and anticommutator relations for the anti-unitary operator Θ of time
reversal and the unitary operator T of the discrete translational symmetry with respect to momentum
operator p and position operator x,

[Θ, x] = {Θ, p} = [T, p] = 0 , [T, x] = adt T , (4.22)

the symmetry condition, equation (4.21), leads after a lengthy but straight-forward calculation to a
condition on the optimal control trajectory x0(t), U0(t):

x0(T − t) = d − x0(t) , U0(T − t) = U0(t) , (4.23)

which shows exactly the expected behavior. By substituting t → t+T/2 the condition on the trajectory
can also be viewed as a 2-fold rotational symmetry of the trap position x0(t) around the point x0(T/2) =
d/2 and a mirror symmetry of the trap depth trajectory U0(t) around t = T/2:

x0(T/2 + t) − d/2 = −x0(T/2 − t) + d/2 , U0(T/2 + t) = U0(T/2 − t) . (4.24)

We can confirm this symmetry by our unconstrained optimization algorithm, which prefers these
symmetries intrinsically.
This also provides us with an recipe for the inverse optimal control sequence transporting |x + d, n〉

back to |x, n〉 in time T reaching a again transport fidelity of Fn, n(−d) = 1. We tested this numer-
ically by reversing (constraint-free) optimal control sequences in time and direction and estimating
the resulting transport fidelity by our quantum simulation. We could also confirm this behavior for
unconstrained optimized transport sequences with transport fidelities below 100 %. Time reversal
symmetry is therefore one of the key elements enabling fast optimal control transport. It does allow
the wave function to spread out during the fast transport sequence until the reversal point at t = T/2
is reached, from where it then contracts back to the motional ground state.

Symmetries of the time-evolution operator

Given a optimal control solution x0(t), U0(t) we take look at the properties of the time evolution
operator Ut0→t1 , which relates the state |ψ(t1)〉 at time t = t1 to some state |ψ(t0)〉 previous in time
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Fig. 4.5: Matrix elements of the time evolution operator U ≡ U0→T associated to a optimal control transport
sequence for a deep lattice with 32 bound motional states. The amplitude (a) of the transition matrix
element 〈m|U |n〉 is symmetric in n ↔ m, while the phase (b) shows this symmetry only approximately.
The optimal control sequence at the trapping frequency of νho = 200 kHz reach a fidelity ≥ 99.99 % for
transporting |n = 0, x〉 to |n = 0, x + 1〉 in T = 5.5 µs. The transport fidelity decreases with increasing
initial and final motional state number n, while transitions |m, x〉 to |n, x + 1〉 with m , n are strongly
suppressed. Both amplitude (c) and phase (d) of the transition matrix elements 〈m|U ·U† |n〉 indicate,
that U is unitary for small m, n.

a b

Fig. 4.6: Optimal control transport sequence a�ected by noise in the the Fourier components (a) and direct
noise added to the lattice trajectory (b). The red line indicates a simple fit with a Gaussian error
function.

t0 ≤ t1 and for a time-dependent Hamiltonian H(t) is given by the matrix exponential

Ut0→t1 = T exp
*..
,
−

i

~

t1∫
t0

d t H(t)+//
-
, (4.25)

where T denoted the operator of time-ordering.
We calculate the matrix elements of U0→T and U0→T · U

†

0→T for an optimal control transport
sequence of T = with a deep and fixed trap depth which gives rise to the interconnection of 32
bound motional states. We can can not only extract the individual transition probabilities Fm→n =

|〈n|U0→T |m〉|, but also the corresponding phases arg (〈n|U0→T |m〉). We also analyzed the unitarity
condition 〈n|U0→T · U

†

0→T |m〉 = δmn. The results are shown in figure 4.5.

4.3.4 Robustness
For experimental applications like atomic interferometry, we would also like the transport fidelity to
be robust against a non-perfect preparation of initial state, timing imperfections and against small
deviations of the transport trajectory as well as noise. The former was already confirmed numerically
with the absolute matrix elements of the time-evolution operator corresponding to a optimal control
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solution for |n = 0〉 → |n = 0〉 decreasing just slowly for interconnecting the two lattice sites with
increasing initial and final motional state number n. Therefore not perfect cooled atoms are expected
to be transported nearly as good as perfectly cooled ones, even when we optimize the transport
sequence just for coupling the two ground states.
To simulate experimental noise a�ecting the transport trajectory we replace

x0(t)→ x0(t) [1 + η(t)] (4.26)

for an optimal control solution x0(t). Here η(t) is drawn from a normal distribution of zero mean and
standard deviation σ(x) for each simulated time t. We scan the width σ(x) from 1 × 10−5 to 10 and
always draw 100 corresponding random trajectories η(t) for which we then simulate the corresponding
transport trajectory numerically. The extracted fidelity, shown in figure 4.6b, shows a relatively wide
plateau close to F = 1 for relative noise fluctuations below 1 × 10−1 which confirms the generally
predicted robustness of optimal control transport sequences.
Small deviations from the desired transport trajectory can be induced by the limited e�ciency of the

iterative optical error correction or non-perfect deconvolution. We can simulate this type of changes
by modulating the Fourier components {x( f )n } of some optimal control ramp x0(t). We therefore write

x0(t) = d
T

t +
Nx∑
n=1

x( f )n (1 + ηn) sin
(
π n
T

t
)

(4.27)

with ηn being drawn from a normal distribution with mean σ( f ). We again scan σ( f ) from 1 × 10−5

to 10 and calculate and simulate for each point 100 transport trajectories. The results are shown in
figure 4.6a. While the fidelity drop at a relative fluctuation of 1 × 10−1 is much stronger than the one
before, the transport fidelity shows a really similar behavior indicating strong robustness against small
deviations in the transport trajectory.
As we saw in the previous section, really fast optimal control transport sequences rely on two

momentum kicks which are well spaced in time. The most severe deviations from the desired trap
trajectory originate therefore in timing imperfections of these two kicks. We therefore calculated a
optimal control transport sequence for fixed time (T = 14 µs) and fixed trap depth (U0 ≈ 80 µK × kB)
and checked the transport fidelity of the ramp with same Fourier components but changed transport
time T both numerically and experimentally. Apparently the experimental data was taken before we
implemented the new motional state detection technique. We therefore rely on the transport fidelity
extracted from the cooling and heating sideband height detected by standard microwave sideband
spectroscopy. Since we work here with a much deeper lattice the expected anharmonicity-induced
sideband shift is expected to be not so severe. The transport fidelity is extracted from the sideband
heights and the transport survival by fitting equation (3.10) and employing the quantum simulation
to predict a good initial guess for the strongly restricted number of free parameters. More details
to this approach can be found in [68]. The experimentally obtained ground state population is then
normalized by the ground state population without transport and the extracted transport fidelity is
shown in figure 4.7a together with the simulated time evolution of the stretched transport ramp at
three di�erent times in Wigner phase space in figure 4.7b. The optimal control solution at T = 14 µs
reaches a transport fidelity of (97.85 ± 2.31)% which is in good agreement with the simulation. The
corresponding trajectory in phase space shows the nearly vanishing excitation of the final state by a
small dot at the origin. When stretching the transport ramp the fidelity is relatively robust against
small timing uncertainties. When increasing the timing deviation to a few microseconds the imprecise
timing of the final momentum kick leaves the final state oscillating around the origin. The increased
radius of the final state trajectory for the shown time stretch of 1 µs and 2 µs indicates the excitation
induced by the timing uncertainty. The experimentally measured transport fidelity corresponding
to these two transport ramp deformations is F = (77.41 ± 3.87)% for a stretched transport time of
T = 15 µs and drops down to F= (48.94 ± 4.11)% for T = 16 µs.

57



a b

-0.2 -0.1 0 0.1 0.2

position x (a
dt

)

-2

-1

0

1

2

m
om

en
tu

m
 p

 (
p

0
)

Fig. 4.7: Optimal control transport sequence a�ected by timing uncertainties. The optimal control solution at
T = 14 µs at a trap depth of about 80 µK×kB is stretched in time (a) and the resulting transport fidelity is
simulated (red line) and experimentally measured (green errorbars). The phase space evolution shown
for T = 14 µs, 15 µs and 16 µs (b) shows the residual excitations.

4.4 Quantum speed limit
The quantum speed limit is the fundamental upper bound on the speed of any quantum evolution and
determines how fast quantum states can evolve. It originates in the Heisenberg uncertainty relation
of energy and time,

∆E ∆t ≥
~
2
. (4.28)

This energy-time relation represents a special case, since the Heisenberg uncertainty principle gen-
erally makes a statement about the precision at which two observables can be measured at the same
time, which does not make much sense when trying to consider time as one of those observables, since
it generally can not be expressed as a Hermitian operator. The quantum speed limit gives therefore
more an intrinsic time scale of the quantum dynamics, which was first rigorously shown by Man-
delstam and Tamm [108]. We will analyze their results in section 4.4.3 in more detail. The quantum
speed limit therefore limits “the maximal rate with which quantum information can be communicated,
the maximal rate with which quantum information can be processed, the maximal rate of quantum
entropy production, the shortest time-scale for quantum optimal control algorithms to converge [and]
the best precision in quantum metrology” [39].
In the past years, the quantum speed limit has been extensively analyzed for a variety of quantum

systems and it is believed to be an intrinsic limit to any quantum system . It has been generalized
for non-unitary dynamics of open quantum systems [109–111] extending to non-Markovian dynamics
[112] like leakage or decoherence [113]. Recent work also showed that the quantum speed limit is not
an intrinsic property of quantum systems but a universal dynamical property of any Hilbert space
[114]. The classical speed limit is set by a given norm of the generator of time evolution, which allows
to also analyze the speed limit for the across the quantum-to-classical transition [115].
In the following section we will analyze the intrinsic speed limit of our quantum system by means of

optimal control theory and our numerical simulation. In section 4.4.2 we will present the results of our
attempt to measure the quantum speed limit at a fixed trap depth experimentally. We will compare
the obtained limits with theoretically predicted bounds as well as analytically obtained solutions in
section 4.4.3.

4.4.1 Optimal control approach
In the context of this work, the quantum speed limit is given by the minimum time, Tqsl, for which the
transport fidelity is still one. We will here mostly restrict the analysis to lattice shift induced coupling
between two motional ground states separated by some distance d and just have a brief insight into
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Fig. 4.8: Numerically obtained transport fidelity from the decreasing time approach (a) and the corresponding
optimal control ramp at the identified quantum speed limit of T ≈ 15.5 µs (b). The trap depth is fixed
at U0 = 25 µK × kB. The dashed line indicated the harmonic oscillator period.

the case of additionally allowed trap depth modulations at the end. To consider uncertainties of
our numerical quantum simulation as well as of our experimentally obtained data we will relax the
conditions a little bit and consider the quantum speed limit as the minimum time for which the
simulated or experimentally obtained quantum speed limit is ≥ 99 %:

Tqsl ≡ min ({T | F≥ 0.99}) . (4.29)

Decreasing time approach

To obtain this quantum speed limit numerically we have to decrease the fixed transport time T
constantly until the optimization algorithm can no longer improve the transport fidelity to above
99 %. With decreasing time it however becomes harder and harder to find a good initial guess for
the transport sequence. As we saw from our analysis before, the considered optimal control solutions
possess a relative strong robustness against small timing uncertainties and optimal control transport
sequences for small transport time di�erences are therefore expected to be quite similar. The initial
guess for the calculation is therefore chosen to be a linear transport ramp at ≥ 2 times the harmonic
oscillator period which provides always a relative high transport fidelity. When decreasing the trans-
port time by small amounts we then take the previous optimal control solution as the initial guess
for the next point in time. Non the less we have to note that this approach might restrict the scan
of the solution space to a specific region of the fidelity landscape and therefore biases the form of
the optimal control transport trajectory. From the obtained optimal control solutions we can however
observe that while the solutions do not di�er much for small transport time changes, but show strong
changes over longer times. While optimal control ramps for short times exhibit strong oscillations as
well as a strong initial and final momentum kick, long time solutions are much smoother, as already
discussed in section 4.3.2. We also tested to optimize the transport time starting from randomized
Fourier components and di�erent times. While this method did not worked reliably for short trans-
port times below 1.5 times the harmonic oscillator period, when strongly increasing the number of
allowed optimization steps the algorithm was for longer transport times usually able to obtain the
same transport fidelity and similar optimal control solutions as our decreasing time approach.
An example for a numerically obtained quantum speed limit and the corresponding transport

sequence at T = Tqsl for a (fixed) trap depth of 25 µK × kB is shown in figure 4.8. We can indicate
he quantum speed limit by a drop of the transport close to Tqsl = 15.5 µs. Below this point the
unconstrained optimization algorithm was not able to increase the transport fidelity to above 99 %
even when decreasing the time steps or starting from an other initial guess for longer times. We
note, that while the transport fidelity steadily drops below the quantum speed limit, the optimized
transport sequence are still optimal control solutions and no transport protocols with higher fidelity
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Fig. 4.9: Simulated time evolution of the optimal control transport sequence shown in figure 4.8b. We show the
time evolution of the absolute norm of the wave function ψ(x, t) in the laboratory reference frame for
seven di�erent points in time.

are expected to exist. We can also understand this by looking at the corresponding time evolution
of the wave packet at the identified quantum speed limit. The transport sequence, figure 4.8b, shows
strong kinks at the initial and final time. While during transport the atomic wave function is not
pushed to the spatial boundary of the moving potential well, as illustrated in figure 4.9, the phase
space analysis shows that the initial kick however excites the atom to the maximum of classically
allowed momentum. The here shown optimization was performed allowing the algorithm to vary
Nx = 15 Fourier components for modulating the transport trajectory.

Dependency on the number of Fourier components

The dependency of the numerically obtained speed limit on the number of used Fourier components
when modulating the lattice position in time is shown exemplary in figure 4.10 for a trap depth of
U0 = 80 µK × kB. By taking a linear ramp as the initial guess, the non-optimized fidelity curve
in figure 4.10a resembles the characteristic peak structure of the bang-bang transport method with
peaks of high fidelity spaced in time by multiples of the harmonic oscillator period. The estimated
speed limit lies at about 5 times the harmonic oscillation frequency. If we allow the optimization
algorithm to vary just the lowest frequency Fourier component the fidelity in between the bang-bang
maxima slightly increases and the F≥ 0.99 condition is fulfilled already at T ≈ 4Tho. With increasing
Nx the optimal control solutions become more and more robust against changes in the transport time.
For Nx ≥ 3 Fourier components the fidelity for T � Tho already becomes a plateau and high fidelities
≥ 0.99 down to the hard boundary of the quantum speed limit Tqsl = Tho are obtained for Nx ≥ 7.
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Fig. 4.10: Dependency of the numerically obtained quantum speed limit on the number of Fourier components.
The trap depth is fixed at U0 = 80 µK × kB for a transport of the motional ground state over a
single lattice site. The initial guess is set to a linear transport sequence, so that for Nx = 0 without
optimization the characteristic peak structure of the bang-bang transport is visible (blue curve in
(a)) and the minimum time for a transport fidelity of F = 0.99 is achieved at about five times the
harmonic oscillator period Tho as shown in (b). With Nx = 1 (red curve in (a)) the optimization
can just slightly improve the fidelity in-between the maxima, but brings the speed limit to the fourth
bang-bang peak. With increasing Nx > 1 the optimization quickly explores the hard boundary given
by the harmonic oscillator period. The red dashed line in (a) indicates the approximately exponential
saturation behavior for large Nx.

This behavior slightly changes with the given trap depth and required number of Fourier com-
ponents slightly increases for shallower lattices. For all here considered trap depths, the minimum
transport time however could not be lowered when increasing the number of Fourier components to
above Nx = 10 to 15. We therefore empirically found a good compromise between computational
e�ort and reliable performance for all considered parameters by setting Nx = 15 for the rest of the
analysis. Only when imply the transport ramps in trap depth or lattice position to be symmetric, the
number of Fourier components could be reduced for improved performance without loosing reliability.

Trap depth dependency

As shown in figure 4.11a the quantum speed limit time shows a strong ∝ (U0)−1/2 behavior for the
whole range from quite shallow to really deep lattice potentials, which reminds of the scaling behavior
of the harmonic oscillator period. Indeed the numerical results reveal, that the quantum speed limit
time for transporting over a single lattice site is exactly given by the harmonic oscillator period:

Tqsl
�
d=adt

= Tho =

√
M λ2

dt

2U0
. (4.30)

The numerically obtained speed limits for experimentally reasonable trap depths as well as the data
points for much deeper lattices all nearly perfectly coincide with this model.

Scaling for longer transport distances

The dependency of the quantum speed limit on the transport distance is shown in figure 4.11b for
a trap depth of U0 = 80 µK × kB. The numerically calculated data nearly perfectly agrees with the
simple model

Tqsl = Tho

√
d

adt
(4.31)
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Fig. 4.11: Trap depth (a) and transport distance dependency (b) of the quantum speed limit as extracted from
numerical optimization. For the scan of the trap depth dependency the transport distance is fixed at
d = adt, while when varying the transport distance we set U0 = 80 µK × kB.

with Tho the harmonic oscillator period. This scaling behavior could also be verified for a broad range
of di�erent trap depths. The square-root scaling shows the strong benefit of the optimal control solu-
tions over an adiabatic approach, which naturally is expected to scale linearly in the transport distance.
For the case of a driven harmonic oscillator, the adiabaticity condition reads ���ẋ0(t)

√
M / (2 ~ωho)��� ≤ 1

[116], which gives the expected scaling for the minimum time T (ad)
min = d

√
M / (2 ~ωho).

A similar square-root dependency of the quantum speed limit for both trap depth and transport
distance was found for the transport of single atoms in optical tweezers as numerically analyzed by
Sels [38]. An identical scaling behavior could also be identified by considering a harmonic oscillator
subject to anharmonicities in form of a quartic distortion [116]. By constraining the absolute distance
between the trap position x0(t) and the classical particle trajectory xcl(t) to a finite value, δ, Zhang
et. al. showed that an inverse engineering approach based on a Lewis-Riesenfeld invariant optimal
control solution minimizes the anharmonic contributions to the particles mean energy for transport
times1

T ≥ T (ZB)
min ≡

2

ωho

√
d
δ
=

Tho
π

√
d
δ
. (4.32)

Allowing trap depth modulation

When also allowing for trap depth modulations during the transport sequence, the minimum time
can strongly undercut the quantum speed limit of the transport sequence at constant depth. Fig-
ure 4.12a shows the results of an optimization for an initial and final trap depth of 15 µK× kB allowing
trap depth variations between U(min)

0 = 5 µK × kB and up to U(max)
0 = 300 µK × kB. While the opti-

mal control solutions for long times show only slight changes in the trap depth – the constant depth
approach still allows high fidelities –, solutions for short times show strong modulations especially at
the initial and final time of the transport sequence, as shown for transport sequence at T = 5 µs in
figure 4.12b. We can furthermore identify the symmetry of the trap depth trajectory as predicted in
section 4.3.3. The initial increase in trap depth confines the atomic wave function strongly and the
anharmonic contributions to the dynamical evolution can therefore be almost neglected. Allowing
the trap depth to increase furthermore could theoretically make the possible minimum time infinitely
small. However this scheme does not require the trap depth to be always constant at its maximum
allowed value during the transport sequence. While the optimal control transport sequence at fixed
U0 = 300 µK × kB promises a minimum transport time at about half of the here predicted time
(Tmin ≈ 9.4 µs), the here derived solution amounts in comparison just to ≈ 40 % of integrated laser
1 We were however unable to apply the suggested transport sequences to our system, since both the trajectory
of the classical particle trajectory and therefore also the trap trajectory given in equation (27) and (28) in
reference [116] are complex valued for times t ∈ [0, T].
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Fig. 4.12: Reachable optimal control transport times (red line) when allowing for (reasonable) trap depth mod-
ulation (a). The initial and final trap depth is fixed at 15 µK × kB and the optimization algorithm is
allowed to increase it to 300 µK× kB during the transport sequence. The blue line shows the optimal
control fidelity for a fixed trap depth of U0 = 15 µK×kB. The speed limits are given by 9.4 µs with and
20.9 µs without allowed trap depth modulation. The transport ramp at T = 5 µs reaching a transport
fidelity of 93.02 % is shown in (b).

power and therefore would reduce the amount of scattered photons and the associated decoherence
rate. The comparison to the constant depth optimization however also indicates the limitation of
this optimization ansatz. With just NU = 15 Fourier components for the amplitude modulation and
a constant initial guess, the optimization algorithm is also not able to increase the trap depth to the
maximum value for the whole transport time, which probably lets it miss high-fidelity solutions with
even lower transport times. A more rigorous analysis of trap depth modulated optimal control trans-
port will be task of future research. For this, we suggest to implement the integrated photon scattering
rate as a direct constraint to the optimization problem.

4.4.2 Experimental results

To test the quantum speed limit experimentally we choose a relatively low trap depth, so that the
transport times close to the limit do not exceed the limits of our phase lock loop electronics. Given
a fixed laser power the trap depth is determined by fitting a sideband-resolved microwave spectrum
taking into account the anharmonicities of the lattice potential as shown in section 3.2.2. We ob-
tain U0 = (27.7 ± 0.5)%. An numerical optimization using the decreasing time approach provides
with the expected fidelity curves and corresponding transport sequences. To be able to execute the
transport ramps experimentally the optimization is constrained in the slope of the trap position as
explained before and the ramps are optically optimized by employing our iterative error correction
and deconvolution scheme. The finally optimized transport trajectory is detected by a quadrature
measurement and saved for the later analysis. By employing our motional state detection scheme
before and after the transport provides us with the baseline and sideband height for each individual
transport sequence and transport time. The raw data is shown in figure 4.13. Both the drop in the
sideband height as well as the drop in the baseline – which is mainly induced by the reduced survival
– indicate the speed limit close to the expected boundary. The transport survival as well as the from
sideband and baseline height extracted transport fidelity is shown in figure 4.14 together with the
simulated, expected fidelity of both the constraint as well as unconstrained optimal control solution.
We additionally simulated the optically measured transport sequence and extracted the correspond-
ing transport fidelity, which cleary indicates the performance of our optical feedback correction. We
can furthermore observe a good accordance of the data for most of the times. However we find a big
deviation for really short times and a drop of fidelity close to the quantum speed limit, which is much
stronger than the expected drop due to the constrained optimization. The estimated minimum time
(for F≥ 0.99) of 20.5 µs is therefore much longer than the theoretical expectation.
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Fig. 4.13: Baseline (a) and sideband height (b) measured by employing the motional state detection scheme
after transporting the atoms along optimal control trajectories quantum speed limit. The red solid
line indicates the respective value obtained before the transport sequence and the dashed line shows
the harmonic oscillator period.

Trap depth deviation

The deviation between experimentally detected and theoretically expected transport fidelity close
to the quantum speed limit can be easily explained by an unexpected trap depth change. A correction
from U0 = 27.7 µK × kB to 25 µK × kB for the simulated transport fidelity, as shown in figure 4.15a,
shows a much better accordance.
Unfortunately we experience these drifts over hours and especially between day and night time,

which makes it hard to precisely measure the trap depth by means of microwave sideband spectroscopy
or by fitting a bang-bang transport time scan, to then calculate the corresponding optimal control
ramps for probing the quantum speed limit and finally detecting the transport fidelities by means
of motional state tomography without observing a trap depth change over time. The here shown
data is just one out of multiple attempts, where we seemed to struggle in detecting the correct trap
frequency. We can not exclude thermal drifts of our optics, but suspect the power meter used for
calibrating the intensity of the dipole trap arms to malfunction and therefore replaced it with a high
quality photo diode recently. A rigorous elimination of these drifts is the most important step for
future experiments.
From our numerical and also experimental analysis of multiple optimal control transport sequences

we conclude that the optimal control ramps are generally robust against small deviations in the trajec-
tories and strongly robust against experimental noise, as shown before. The relatively strong sensitivity
to small trap depth changes for some of the optimal control transport ramps could be practically re-
moved by varying the trap depth and looking for more robust optimal control solutions also accepting
slightly longer transport times as a trade-o�. Since the optimal control landscape provides us with a
large number of optimal solutions, an adapted optimization algorithm like ROME [117] which under
user defined criteria directly attempts to find the robust solutions might speed up this process. An
analytic approach for finding these protocols robust against trap frequency fluctuations is presented
in [85] for the case of a perfect harmonic oscillator.

Sideband shift

As we already saw in section 3.2.2 the anharmonic potential can induce sideband shifts when
populating higher motional levels. While due to the flattening of the sidebands induced by the repeated
microwave and pushout application, the new motional state detection scheme is much more robust
against small shifts compared to the standard sideband spectroscopy, transport ramps with a transport
fidelityF0→0 close to zero however strongly excite the atoms to high vibrational levels. Even though our
motional state detection scheme measuring just at a fixed frequency is relatively fast compared to a full
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Fig. 4.14: Experimentally measured quantum speed limit shown by the transport survival (a) and transport
fidelity (b). The dashed gray line indicates the theoretically expected quantum speed limit, the red
line the unconstrained and the orange, dotted line the constraint optimization results. Together
with the optically measured and simulated transport fidelity (blue, solid) we also show the sum of
simulated ground state populations for all simulated lattice sites, which therefore takes into account
the super fast transport sequences which might leave part of the wave packet remain in the initial
lattice site. However the small correction does not explain the strong sideband increase for transport
times around T = 9 µs.

spectrum, we detect too high sidebands for really fast transport sequences, as we can clearly confirm
from our measurement as shown in figure 4.13b. To avoid this problem we already implemented a
new scheme, were we do not only measure at a fixed microwave frequency ν but scan the microwave
around the expected sideband position preferring frequencies closer to the carrier. By either taking
just the minimum point or extracting the minimum from a simple fit, we should be able to precisely
measure also the motional state populations for really strong excitations. Due to technical problems in
the lab the data shown in this thesis however was taken before we were able to fully apply this adapted
method. We can however correct our data qualitatively by a phenomenological model. If we measure
the sideband height Smeas at frequency νmeas = ν1→0 and if we assume that the real sideband position
is approximately given by the weighted sum νreal =

∑N−1
n=0 pn νn→n−1, where pn are the motional state

populations, we can approximate the spectrum S(ν) around νreal as an inverted generalized normal
distribution with baseline B ≤ 1 and width σ and therefore write

S(νmeas) = B − (B − Sreal) exp

−

( |νmeas − νreal |
|√2σ |

)β
= Smeas , (4.33)

where β = 2 would correspond to Nmst = 1 and a therefore Gaussian distribution and β > 2 mimics
the flattening for higher Nmst. A least square fit of the first red sideband shown in figure 3.5a gives
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a b

Fig. 4.15: Experimentally measured and corrected transport fidelity close to the quantum speed limit, indicated
by a gray dashed line. (a) shows the e�ect to the numerically obtained expectation of a trap depth
correction from U0 = 27.7 µK × kB to 25 µK × kB and (b) indicates both the trap depth as well as
the sideband height change, which is induced by the anharmonic spacing of the energy levels of the
lattice potential.

β = 4.2 ± 0.3 and σ = (18.4 ± 0.3) kHz. By estimating the motional state populations pn and transition
frequencies from the numerical quantum simulation, we can estimate qualitatively the shift induced
sideband height change, as shown in figure 4.15b, which only shows minor correction for our high-
fidelity transport sequences, but e�ectively brings the estimated transport fidelities for transport times
≤ 10 µs closer to the theoretical expectation.

4.4.3 Theoretical bounds

The mathematical description of the quantum speed limit for any quantum system always rely on
the the choice of a measure of distinguishability of quantum states, like the Bures angle [118], the
quantum Fisher information [111] or even measures related to the quantum coherence [110]. This
finally enables to relate the fundamental time-energy uncertainty relation to a minimum time by using
some kind of triangle inequality for the selected measure – like the Cauchy-Schwarz inequality –, which
however only allows to give a lower bound for the quantum speed limit and not the fundamental tight
bound itself. Recent investigations [39] promise to have generalized these measures by considering the
Schatten p-norm of the generator of quantum dynamics, (tr(| ρ̇|p))1/p, and therefore predict a universal
generalization of the quantum speed for any quantum dynamics. A rigorous analysis and prediction
of the tight quantum speed limit bound would go beyond the scope of this study. We will focus our
analysis here on the bound predicted by Margolus, Levitin, Mandelstam and Tamm.

Mandelstam-Tamm & Margolus-Levitin bound

The first rigorous analysis of the quantum speed limit was provided by Igor Tamm together with
his supervisor Leonid Mandelstam in 1991 [108]. They showed that the minimal time for evolving

between orthogonal states is bounded from below by the variance of the energy, ∆E =
√
〈H2〉 − 〈H〉2:

Tqsl ≥ T (MT )
min ≡

π ~
2∆E

. (4.34)

Since the variance of an operator is generally not viewed as a precise measure of quantum uncertainty
[119, 120], Margolus and Levitin derived a second lower bound for the quantum speed limit in 1998
[121]:

Tqsl ≥ T (ML)
min ≡

π ~
2 Ē

, (4.35)
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Fig. 4.16: Mandelstam-Tamm (blue dots) & Margolus-Levitin (red dots) bound for the quantum speed limit
extracted from numerically computed optimal control sequences at a trap depth of U0 = 25 µK × kB
(a). The di�erent transport times T give rise to di�erences in energy spread and mean energy. The
maximum of the unified bound (red line) together with the quantum speed limits obtained from the
numerical simulation (blue) as well as the experimental one (green) is shown in (b). The experimental
speed limit is obtained from the minimum time for which the transport fidelity curve in figure 4.15b
exceeds F≥ 99 %.

which is based on the average energy, Ē = 〈H〉 − E0, with respect to the ground state energy E0.
Later Levitin furthermore showed [122] that these two bounds are not independent of each other and
therefore only the unified bound,

Tqsl ≥ min
(
T (MT )
min , T (ML)

min

)
= min

(
π ~

2∆E
,
π ~
2 Ē

)
, (4.36)

is tight.

Numerical estimation of the bound

We like to estimate this unified bound for our quantum optimal control problem. Since both the aver-
age energy as well as the energy variance depends through the time average 〈 . 〉 = (1/T) ∫ T

0
d t 〈ψ(t)| . |ψ(t)〉

on the time evolution of the wave function and there is no exact analytical solution to the time-
dependent Schrödinger equation, we estimate the bounds using our numerical quantum simulation.
Since the limit is most tight for maximum energy spread or average energy respectively, we calculate
the time average along optimal control solutions close to the quantum speed limit. For a trap depth
of U0 = 25 µK× kB we obtain the results shown in figure 4.16. The comparison to the numerically and
experimentally obtained speed limits shows a good agreement. However the theoretical bound still
lies about 0.1Tho below the speed limit obtained from our optimal control approach. A more rigorous
analysis of this deviation answering the question whether the here estimated bound is tight, should
be focus of future analysis.
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Outlook

By letting an numerical optimization algorithm optimize both the spatial trajectory of the optical lat-
tice potential in an open loop, where a computer simulation is judging the fidelity, we could identify
and experimentally confirm fast high-fidelity transport sequences which prevent any motional excita-
tion. Optimal control sequences allowing single site transport of atoms in the oscillation period of the
trapping potential are believed to reach the fundamental quantum speed limit of our system.
On the road we were able to successfully exploit the limits of our electro-optical feedback control

system. With the help of the newly developed deconvolution routine and being now able to extract the
transport trajectories optically by a component measurement, we were able to successfully overdrive
the lock electronics in a controlled and reproducible way.
The here presented work enabled single-site transport sequences with transport times two to three

times shorter than our previous used linear ’bang-bang´ transport scheme allowed, while keeping or
even improving over its fidelity and it will therefore replace the ’working horse´ of future experiments.
By also optimizing for robustness instead of just transport time, optimal control promises more stable
and reliable atomic transport.
The identified transport sequences did not only touched the fundamental limits of the quantum

system, but also the limits of our lock electronics and our numerical quantum simulation and opti-
mization. To solve the problem of limited computation power a proposal for an alternative, closed-loop
optimization approach and preliminary experimental results are presented in section O.1. The speed
limits of the lock electronic will be solved in the future by implementing a feed-forward control scheme
on a new controller based on a field-programmable gate array, which we introduce in section O.2.

O.1 Live feedback optimization
The numerical approach for solving the the time-dependent Schrödinger equation over long distances
takes a lot of computational e�ort [90]. The calculation of the quantum speed limit for d = 10 adt for
instance – as shown in figure 4.11b – took about two full days of computation while stressing out all
four cores on a consumer desktop CPU1. Since we are interested in even higher transport distances
up to 50 to 100 lattice sites for atomic interferometer applications, this is a rather inconvenient setup.
Allowing the numerically calculated position grid to move with the position of the wave function,
as used in [36], would provide less computational e�ort for long distance transport simulation, but
also requires extra care on the optimization strategy, since the optimal control attempts have to be
constraint to trajectories, which do not spread the atomic wave function over the limits of the reduced
size grid.
The approach of letting a computer simulate and optimize the transport sequences, which are then

tested experimentally can be categorized as an open loop approach. It fully relies on the agreement be-
tween experiment and numerical quantum simulation, the latter being based on a major simplification
of the problem. Even though optimal control solutions are in general robust against noise and small
imperfections, the open loop optimization scheme is limited by these discrepancies. A closed loop
optimization approach, were we directly connect experimental apparatus and optimization algorithm
has direct access to the real quantum system and therefore would allow the experimental apparatus to

1 Intel i5-7400 at a clock speed of 3.0 GHz.
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Fig. 5.1: Preliminary results on open loop live feedback optimization. The experimental cost function is a
weighted sum of the transport survival and the sideband heights detected by the basic microwave
sideband spectroscopy method as introduced in section 3.2. More details can be found in [68].

optimize itself. In the context of optimal control this live feedback optimization strategy was already
successfully applied in di�erent fields reaching from improving driving of molecular dynamics using
femtosecond laser pulses [123] to engineering quantum phase transitions of ultracold atomic clouds
in optical lattices [97].
The preliminary results of a closed loop optimization of optimal control transport sequences using

our experimental apparatus are shown in figure 5.1. Starting from a linear ramp of the lattice position
we optimized the transport by optimizing only the first two Fourier components of the discrete Fourier
approach, equation (4.16), for a transport time of T = 12 µs at a trap depth of 80 µK. From the
evolution of the experimental cost function, which is in good accordance to the simulated infidelity,
we can clearly detect an improvement of the transport fidelity. It however saturated at only F≈ 70 %
where the optimization algorithm then stopped being unable to detect a gradient in the optimization
landscape for the defined step size. The open loop optimization in comparison could reach a transport
fidelity of 99.8 %. Additionally, while the experimental sequence consisting of atom loading, state
preparation, transport and detection takes only a few hundred milliseconds, the required repetitions
to obtain enough statistics for detecting small changes in the transport fidelity and especially the time
overhead for programming the transport ramps onto mBed and DDS increase the necessary time to
perform a single optimization step to tens of minutes. This currently limits the optimization to just a
few tunable parameters and therefore also drastically decreases the solution space.
To overcome this limit from the numerical standpoint, we propose the application of a chopped

random basis (CRAB) approach [93], which e�ectively increase the optimization landscape by ran-
domizing the Fourier basis frequencies. This breaks the orthogonality of the basis elements and
therefore allows not only to generate arbitrary frequencies out of just a few optimization parameters
like a truncated Fourier basis, but also allows to e�ciently escape from constraint induced local, but
not global extrema in the optimization landscape similarly to the approach used in simulated anneal-
ing. Lately the CRAB algorithm was also successfully dressed to handle optimization problems with
a finite bandwidth [94].
In cooperation with the group around Professor Tommaso Calarco and Professor Simone Mon-

tangero we recently implemented a link between our experimental apparatus and a dressed and con-
straint version of the CRAB optimization algorithm running on a server in Ulm and are currently
working on the first experimental tests.

O.2 Feed-forward control using a field programmable gate array
We successfully improved the current semi-digital feedback control system used for steering both
intensity and phase of the optical lattice beams for the application of fast high-fidelity single atom
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a b

c

Fig. 5.2: Feed-forward feedback control principle (a) and its application for the execution of fast transport se-
quences (b), (c). The control signal y is applied directly to the process P with intrinsic delay τp whose
output yout is controlled via feeding back an error signal ε to a PID controller C. By additionally
applying a compensation ramp ỹresp to the set-point of the controller, which is derived from a mathe-
matical model P̃ of the process dynamics P and delayed by time τ̃p, the error signal ε is suppressed.
When applying this scheme to a optimal control transport sequence, the control signal y is given by
the lattice shift x0(t) and the error signal ε can be phrased as as discrepancy δx0(t). More details on
the feed-forward implementation can be found in [54].

transport. To allow transport times down to a few microseconds the feedback control system used
for steering depth and position of the optical lattice deterministically was strongly overdriven and the
control transport schemes therefore explored the limits of the current feedback control systems.

Feedforward control

The performance of traditional control schemes is in general limited drastically by the system delay
time, meaning the time in which a setpoint change at the controller shows an e�ect on the system.
So called feed-forward control schemes can utilize the fact that system response is usually well known
and therefore can be simulated and corrected in real time. It bypasses the traditional error-based
adjustment response of the lock electronics by replacing it with knowledge about the system’s response
itself based on a mathematical model of the process, as illustrated in figure 5.2a. Hence, this internal
model control approach e�ectively removes the system delay when changing the setpoint by tuning
the controller.

FPGA-based PID lock

Simulating and compensating for the system response demands for a more complex, but also flex-
ible control feedback setup, which is hard to achieve using feedback controllers based on analog
electronics. High-speed digital signal processing can be achieved by use of field-programmable gate
arrays (FPGA), which allow designing an integrated circuit by connecting programmable logic blocks
by means of software engineering.
Being already reliable used in our second experimental setup in Bonn, we bought a Keysight

M3300A arbitrary waveform generator (AWG) and digitizer combination, which, with the AWGs
providing sample rates of 500 MS s−1 and up to 16 Bit of resolution should provide us with a perfect
setup for fast modulation of the lattice parameters with an bandwidth up to 200 MHz. With a input
to output latency of less then 400 ns using the included analog to digital converter and the possibility
to implement a variety of circuits using the onboard digital synthesizer processor (DSP) cores, we
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already showed that we can fully replace our analog PID lock setup by a complete digital version. A
full characterization of the new setup showing the high performance increase can be found in [54].
As we identified from our numerical optimization, also allowing reasonable trap depth variations

during transport can lower the transport time much further. The implementation of a feed-forward
control scheme based on internal model control controlling both trap depth and position of our
optical lattice should improve the bandwidth of the feedback dramatically and allow even faster trans-
port ramps with higher precision. The first result for enabling even faster optimal control transport
sequences is shown in figure 5.2b and (c), where we executed of a numerically calculated optimal
control sequence for T = 4 µs on our new FPGA-based controller unit and measured the resulting
error signal. When enabling feed-forward by applying both a direct ramp to the AOM, as well as
a compensation ramp to the controller, which simulates the system’s response, a fine-tuning of the
relative delay allows to suppress the error signal completely. The compensation ramp is obtained by
time-shifting the convolution of the desired transport ramp with the AOM impulse response function,
which has the form of a Gaussian, as shown in section 2.1.1.
The change to a FPGA based controller unit also removes the unnecessary time overhead in the

programming of transport ramps and therefore is an important step to allow closed loop live feedback
optimization. The new system already allowed state-dependent transport in our two-dimensional state-
dependent lattice setup [10] and recent investigations on an additional linearization of the amplitude
lock response using an onboard lookup table were promising, so that we plan to replace the current
electronic lock circuit of our one-dimensional lattice setup in the next months.
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Appendix

A.1 The ac Stark effect
Consider a many level atom with energy eigenstates {|k〉} interacting with a classical light field E(t) =
ε̂ E0 cosωt at the position of the atom x = 0, which is assumed to be fixed in time or at least very
slowly varying on the relevant timescale given by ω. The Hamiltonian reads

H(t) = H0 +Hint(t) = H0 − µ · E(t) , (6.1)

where the unperturbed Hamiltonian H0 defines the eigenenergies H0 |k〉 = ~ωk . We expand the
quantum state with respect to the unperturbed energy eigenstates |ψ(t)〉 = ∑

k ak(t) e−iωk t |k〉 and
assume that the atom is initially in a ground state |ψ(0)〉 = |i〉. To obtain the energy shift due to
the interaction, we can now use time-dependent perturbation theory [Q] to expand the ground state
coe�cient in orders of Hint:

ai(t) = a(0)
i (t) + a(1)

i (t) + a(2)
i (t) + . . . (6.2)

= 1 −
i

~

∫ t

0
dt ′Hii(t ′) − 1

~2

∑
k

∫ t

0
dt ′

∫ t

0
dt ′′ei(ωik t

′+ωki t
′′)Hik(t ′)Hki(t ′′) + . . . , (6.3)

where Hkl(t) = 〈k |Hint(t) |l〉 and ωkl = ωk −ωl. Due to symmetry arguments the first order correction
vanishes Hii(t) = − 〈i | µ · E(t) |i〉 = e

∑
n 〈i | rn |i〉 · E(t) = 0, where rn are the electron positions. The

second order contribution can be simplified to

a(2)
i (t) = − E2

0

4~2

∑
k

|〈k | µ |i〉 · E(t)|2
ωki − ω

(
1 − e−iωki t

ωki
−

1 − e−iωt

ω

)
. (6.4)

Here we assumed ω to be near resonant with the transition frequencies ω ji and used the rotating
wave approximation to ignore fast oscillating terms ∼ ei(ω+ωki ). We now assume that the perturbation
is small so that |ai(t)| ≈ 1 for all times t and therefore write ai(t) = eiφ(t). This allows approximating
|ψ(t)〉 ≈ e−i(φ(t)−ωi t) |i〉 ≈ e−i(〈φ̇(t)〉t−ωi)t |i〉, where 〈

φ̇(t)〉
t
denotes the time average of ∂tφ(t) over one

period t ∈ [0, 2π/ω). The ac Stark shift of the ground state energy ~ωi can then be written as

∆E|i〉,ac Stark = −~
〈
φ̇(t)〉

t
(6.5)

= i~ 〈∂t log ai(t)〉t = i~ log ai(2π/ω) (6.6)

=
E2

0

4~

∑
k

|〈k | µ |i〉 · ε |2
ω − ωki

, (6.7)

where in the last step we made use of a series expansion around ωki/ω ∼ 1 to first order.
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A.2 Dipole trap crosstalk

Potential seen by state |↓〉
We like to express the dipole trap potential seen by spin state |↓〉 as a sinusodial potential with a

global energy o�set. Therefore we want to solve

U↓(x) =
{
−

7

8
U−0 cos2 �

kdt(x − x−0 )
�
−

1

8
U+0 cos2 �

kdt(x − x+0 )
�}

e−2ρ2/w2
dt

=
{
δU↓ −U↓0 cos2

[
kdt(x − x↓0)

] }
e−2ρ2/w2

dt (6.8)

for U↓0 , x↓0 and δU↓ in depency of x+0 and x−0 . When canceling out the radial dependency by setting
ρ = 0 and by writing cos2(α) = 1

2 [cos(2α) − 1] we obtain

U↓0 cos
[
2kdt(x − x↓0)

]
−

7

8
U−0 cos

�
2kdt(x − x−0 )

�
−

1

8
U+0 cos

�
2kdt(x − x+0 )

�

= 2δU↓ +
7

8
U−0 +

1

8
U+0 − 2U↓0 .

(6.9)

Since this equation should hold true for all x, we now evaluate it at x = 0, x = adt/2 and at x = adt/4
and get

U↓0 cos
[
2kdtx

↓

0

]
− c± = 2δU↓ −U↓0 +

7

8
U−0 +

1

8
U+0 , (6.10)

−U↓0 cos
[
2kdtx

↓

0

]
+ c± = 2δU↓ −U↓0 +

7

8
U−0 +

1

8
U+0 , (6.11)

U↓0 sin
[
2kdtx

↓

0

]
− s± = 2δU↓ −U↓0 +

7

8
U−0 +

1

8
U+0 , (6.12)

where s± and c± are defined by equation 1.22. Adding (6.10) and (6.11) leads to

δU↓ =
1

2

(
U↓0 −

1

8
U+0 −

7

8
U−0

)
. (6.13)

Equation (6.10) and (6.12) then become

U↓0 cos
[
2kdtx

↓

0

]
− c± = 0 , (6.14)

U↓0 sin
[
2kdtx

↓

0

]
− s± = 0 . (6.15)

Deviding (6.14) and (6.15) gives us

x↓0 =
adt
2π

arctan

[
s±

c±

]
. (6.16)

Using the fact that cos(arctan(α)) = �
1 + α2

�−1/2 and inserting (6.16) into (6.14) finally leads to

U↓0 =
√

s±2 + c±2 . (6.17)

Crosstalk compensation

From equation 6.17 we obtain

0 = (U−0 )2 +
2

7
U−0 U+0 cos

�
2kdt(x+0 − x−0 )

�
+

(1

7
U+0

)2

−

(8

7
U↓0

)2

. (6.18)
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The solution for U−0 ≥ 0 reads

U−0 =
1

7




√(
8U↓0

)2
−U+0

2 sin2
�
2kdt(x+0 − x−0 )

�
−U+0 cos

�
2kdt(x+0 − x−0 )

�

. (6.19)

From equation (6.9) we obtain using (6.13):

7

8
U−0 cos

�
2kdt(x − x−0 )

�
+

1

8
U+0 cos

�
2kdt(x − x+0 )

�
= U↓0 cos

[
2kdt(x − x↓0)

]
. (6.20)

Evaluating this equation at x = x↓0 + adt/4 we get the final expression

x−0 = x↓0 +
1

2kdt
arcsin




U+0 sin
[
2 kdt (x↓0 − x+0 )

]

7U−0



. (6.21)

A.3 Transformation to a non-inertial reference frame
We consider a massive particle of mass M trapped in a potential V (x − x0(t)) which moves along a
trajectory x0(t) in time. We will further assume that the potential shows no direct time-dependency,
∂t V (x) = 0, which would correspond to a constant trap depth of the optical lattice considered before.
The associated time-dependent Hamiltonian is then given by

H(t) = p2

2 M
+ V (x − x0(t)) (6.22)

and defines the equation of motion, −i ~ ∂t |ψ(t)〉 = H(t) |ψ(t)〉, where |ψ(t)〉 is chosen to be the wave
function describing the dynamical motion in the Schrödinger picture. We define this reference frame
as the laboratory frame – the frame in which experimental observations, like detecting the atoms
position by fluorescence imaging, take place.
The Lorentz transformation to a reference frame moving along a trajectory xre f (t),

x → x + xref(t) (6.23)

with xref(t) being implicitly time-dependent, is in general non-trivial, since the associated unitary
transformation is time-dependent and the transformation can violate the non-relativistic equivalence
principle [124].
A general time-dependent unitary transformation U(t), which acts on the wave function as |ψ(t)〉→

|ψ̃(t)〉 = U(t) |ψ(t)〉 transforms the Hamiltonian as follows

H(t)→ H̃(t) = U†(t) H(t)U(t) − i ~U†(t) ∂
∂ t

U(t) , (6.24)

with H̃(t) satisfying the transformed Schrödinger equation −i ~∂t |ψ̃(t)〉 = H̃(t) |ψ̃(t)〉. In a one-
dimensional system, the Lorentz transformation associated to a position change x → x + δx for
time independent δx is generated by the operator of momentum p and the respective unitary op-
erator reads T(δx) = exp (−i δx p /~). However, we also have to account for the momentum shift
p → p + M ∂t xref(t), which the moving reference frame introduces. Analogously the generator of a
momentum change p → p + δp is the position operator x and the unitary transformation is given by
K(δp) = exp (−i δp x/~) Since the two operator do not commute, [x p] = i ~, when trying to phrase the
transformation, which connects the two reference frames as a combination of a shift both in position
and in momentum, we are confronted with the choice of ordering the two operators.
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If we choose U(t) = e−iγ(t)/~ K[M ẋref(t)]T[xref(t)] with an additional arbitrary time-dependent and
real phase γ(t), whose choice is a Gauge freedom, a lengthy but straight-forward calculation yields
the Hamiltonian in the moving frame

H̃(t) = p2

2 M
+ V [x + xref(t) − x0(t)] + M ẍref(t) x −

[ 1

2
M ẋ2

ref(t) + γ̇(t)
]
. (6.25)

Here ‘ ˙ ’ and ‘¨’ denotes the first and second time derivative. Analogously by choosing the unitary
operator for the transformation as U(t) = e−i γ̄(t)/~ T[xref(t)]K[M ẋref(t)] the Hamiltonian becomes

H̃(t) = p2

2 M
+ V [x + xref(t) − x0(t)] + M ẍref(t) x +

[ 1

2
M ẋ2

ref(t) + M xref(t) ẍref(t) − ˙̄γ(t)
]
. (6.26)

By using the Gauge freedom and setting

γ(t) = γ̄(t) − M (xref(t) ẋref(t) − xref(0) ẋref(0)) = 1

2
M

t∫
0

d τ ẋ2
ref(τ) (6.27)

the transformed Hamiltonians become identical and we can write

H̃(t) = p2

2 M
+ V (x + xref(t) − x0(t)) − M ẍref(t) x (6.28)

independent of the order of transformation. The transformation to the moving frame is described by
the associated unitary operator

U(t) = exp *.
,
−

M
2 ~

t∫
0

d τ ẋ2
ref(τ)+/

-
exp

(
−

i

~
M ẋref(t) x

)
exp

(
−

i

~
xref(t) p

)
. (6.29)

Lattice reference frame

In the lattice reference frame which moves with the potential minimum, xref(t) = x0(t), the equation
of motion is simplified dramatically. The Hamiltonian,

H̃(t) = p2

2 M
+ V (x) − M ẍ0(t) x , (6.30)

is the sum of a static part defined by the time-independent potential and a time-dependent force,
which is linear in position and results from the lattice acceleration ẍ0(t).

Classical particle reference frame

For the classical particle reference frame we set xref(t) = xcl(t), where xcl(t) is the solution to the
Newtonian equation of motion

M
∂2

∂ t2
xcl(t) = − ∂

∂ x
V (x)

�����x=xcl(t)−x0(t)
= −V ′ (xcl(t) − x0(t)) . (6.31)

The moving frame Hamiltonian is then given by

H̃(t) = p2

2 M
+ V (x + xcl(t) − x0(t)) + V ′ (xcl(t) − x0(t)) x , (6.32)

where ‘ ′ ’ denotes the partial derivative in position.
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A.4 Quantum simulation of atomic motion
We consider the time-dependent Schrödinger equation of the general form

i~∂tψ(x, t) = H(x, t)ψ(x, t) =
(

p2

2 M
+ V (x, t)

)
ψ(x, t) (6.33)

where p = −i~∂x is the momentum operator and are interested in the time-dependent solutions ψ(x, t)
in position space.

Split-step operator method

If we assume that the Hamiltonian commutes with itself at di�erent points in time, we can approx-
imate the time evolution for small time steps δt as follows

ψ(x, t + δt) = Ut→t+δt · ψ(x, t)

= exp


−

i

~

t+δt∫
t

d τ H(x, τ)

ψ(x, t)

= exp


−

i

~
*..
,
−

~2

2 M
∂2

∂ x2
+

t+δt∫
t

d τ V (x, τ)+//
-


· ψ(x, t)

= exp

[
−

i

~

(
−

~2

2 M
∂2

∂ x2
+

V (x, t) + V (x, t + δt)
2

δt + O(δt3)
)]
· ψ(x, t)

(6.34)

where we used the trapezoidal rule to approximate the integral over V (x, t) to third order in δt. The
integration of the Schrödinger equation over all times can therefore be replaced by the much simpler
step-wise propagation in small time steps t = 0, δt, 2 δt, . . . , T .
However the the matrix exponential is in general di�cult to calculate, since it is neither diagonal in

the position or the momentum space representation. But we can further approximate the exponential
using the Baker-Campbell-Hausdor� expansion [125] and therefore split the operator into parts, which
are individually diagonal in position or momentum and hence more easy to calculate. Following the
calculation in [44] we obtain

Ut→t+δt = exp

[
−

i δt
~

V (x, t + δt)
2

]
· exp

[
i δt
~

~2

2 M
∂2

∂ x2

]
· exp

[
−

i

~
V (x, t)

2
δt

]
+ O(δt3) (6.35)

exact to third order in δt. This is the so-called split-step operator representation.
By Fourier transforming ψ(x, t) to obtain the wave function representation in momentum space,

F{ψ(x, t)} (p), the time evolution for the step t → t + δt can be written as

ψ(x, t + δt) = Ux(t + δt) ·F−1 �
Up ·F{Ux(t) · ψ(x, t)} (p)	 (x) (6.36)

where the propagators Up in momentum and Ux(t) in position space,

Up = exp

[
−

i δt
~

p2

2 M

]
, Ux(t) = exp

[
−

i δt
~

V (x, t)
2 ~

]
, (6.37)

can be both expressed as diagonal matrices.
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