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CHAPTER 1

Introduction

The concepts of quantum mechannics were presented and developed in the first half of the 20th
century. Through the efforts of Heisenberg, Schrödinger, Dirac, all of whom received Nobel prizes
for their work, and several others, many unexplained phenomena and questions were resolved. Our
understanding of the natural world grew immensely, but of course, with the new physics, new questions
arose as well. New frontiers in research were opened up, and it was famously Richard Feynman who
sugggested solving complex physical problems in a new way:

"The rule of simulation that I would like to have is that the number of computer elements required to
simulate a large physical system is only to be proportional to the space-time volume of the physical

system. I don’t want to have an explosion." - Richard Feynman, 1982

In essence, he proposed to use quantum computers to simulate the dynamics of quantum systems
instead of using classical computers. The advantage is that the time it would take to factor large
numbers rises exponentially with their size in the case of a classsical computer, while it rises only
linearly for quantum computers. There are several avenues of research to realize such a system, from
micro potentials, [1] and [2], to trapped ions [3] and also trapped neutral atoms in optical lattices. In
recent years, optical lattice potentials have successfully been used in several fields, such as metrology,
to realize the most accurate clocks to date [4], or quantum simulation, by simulating the Hamiltonians
of other systems like solid state systems [5] or topological quantum insulators [6].

The quantum technologies group at the IAP in Bonn is experienced in the investigation of few-body
quantum systems. A thorough understanding and precise control of such systems is a vital part of
determining the viability of ultracold atomic gases in optical lattices as a platform to realize a universal
quantum computer. The one-dimensional optical lattice experiment, where I did my work, has in
recent years produced advances and improvements in the area of optical lattices, state-dependent
transport and optimal quantum control. Since its experimental setup is fully functional and operated
by experienced personnel, it presented a promising environment to do research and the work for
my Master’s thesis. In cooperation with Technion from Haifa, we set out to make modifications on
the existing setup. The plan was to investigate the possiblities of using Raman transitions to access
our qubit on the D2 line of Cesium, to induce Rabi oscillations at Rabi frequencies far beyond the
former capabilities of the setup and to perform Ramsey interferometry with the goal of probing the
Mandelstam-Tamm quantum speed limit.
This limit, derived by Mandelstam and Tamm in 1945 [7], describes a fundamental boundary to the
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Chapter 1 Introduction

speed at which a wave function may evolve from its initial to an orthogonal state. Fascinating as
such a principle would be on its own, it gains even more significance through its implications for the
development of new technologies. Machines of a kind as Feynman suggested would have an upper
limit on their computational speed. Because of this, research in this area is an exciting and important
milestone on the way to quantum computers.

Outline The content of this thesis will be divided into 3 parts. In the first chapter, I will go over
the theory behind the optical lattice setup, how the experiment is designed and the necessary steps
towards an experiment-ready atom sample. I will also cover the derivation of the quantum speed limit.
The second chapter will treat the design, operation and calibration of the Raman laser setup, which
was modified to perform fast pulses, phase modulation of these pulses and ultimately Ramsey
interferometry.
The third chapter treats the experiments performed with the aforementioned laser setup, the results
and analysis.
At the end, I will give a short summary and an outlook on the next possible steps to take with the
working setup and which further experiments might be performed.
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CHAPTER 2

Theory and experimental apparatus

This first chapter will treat the theoretical foundations of my work and the principles and methods
involved in the operation of the experimental setup.

2.1 Optical lattices

2.1.1 Optical dipole potential

Optical lattices are created through the interference of counter-propagating laser beams. In this
configuration, their interference pattern forms a periodic potential which can be used in atom trapping,
cooling and transporting. The dipole potentials arise as a result of the interaction of the atoms with
the far detuned electromagnetic fields. This process can be understood semi-classically, following [8].
When the atoms are exposed to the laser, the electric field E(x, t) = ε̂E0(x)cos(ωt) induces the atomic
dipole moment µ(x, t) = ε̂p(x), oscillating with frequency ω and amplitude p(x) = α(ω)E(x). Here α
is the atomic polarizability. The resulting potential is then:

Udip(x) = −
1
2
〈µ(x, t) · E(x, t)〉t = −

1
2εoc

Re(α(ω))I(x) (2.1)

Where 〈〉t denotes the time average and I(x) = 2ε0c |E(x)|2 is the intensity of the electric field.
It follows that the dipole force is:

Fdip(x) = −OUdip(r) =
1

2ε0c
Re(α(ω))OI(x) (2.2)

It is a conservative force dependant on the atomic polarizability and the intensity gradient of the light
field. Treating the atom as a two-level quantum system interacting with a classical light field, we can
express the polarizability in terms of the scattering rate Γ:

α = 6πε0c3 Γ/ω2
0

ω2
0 − ω

2
− i(ω3

/ω2
0)Γ

(2.3)
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Chapter 2 Theory and experimental apparatus

Where the scattering rate is being calculated through the dipole matrix element between ground state
and excited state:

Γ =
ω3

0

3πε0~c
3 |〈e|µ|g〉|

2 (2.4)

These expressions allow us now to put the dipole potential in terms of the scattering rate, the intensity
of the electric field and the detuning between the laser and the resonance frequency of the transition ∆.
Also using the rotating wave approximation to neglect the counter rotating term yields:

Udip(x) =
3πc2

2ω3
0

Γ

∆
I(x) (2.5)

We can now draw some conclusions about the nature of our system. It is clear that a higher intensity
will cause a deeper trap and allow us to trap faster atoms, but the frequency of the trapping light is
also important. Using a laser that is red detuned from the transition frequency will cause the resulting
potential to be attractive, while a blue detuned laser will result in a repulsive potential.
More insight can be gained from a quantum mechanical treatment. The dipole potential as a result of
the atom light interaction can be described as a shift in the energy levels of the atoms, the AC-stark
effect. This energy shift can be calculated using second order perturbation theory and the Hamiltonian
of the atom-light interactionHint. The light induced energy shift is then:

∆Eind =
∑
j,i

1
~

|〈 j |Hint |i〉|
2

ω − ωi→j

(2.6)

Here ~ω is the energy of a single photon of the incident laser and ~ωi→j the energy difference between
the ith and the jth energy levels of the atom. Reducing this general problem to a two level-system of
only a ground state and an excited state and using again the rotating wave approxiamtion, we get:

∆Eind = ±
1
~

|〈e| ®d |g〉|2

∆
|E0 |

2
= ±

6πc2

ω3
0

Γ

∆
I (2.7)

We can see now that if we choose a laser frequency red detuned from the transition frequency between
the ground and excited states ~ωred, the resulting potential is an attractive one for the ground state, for
the excited state however it is repulsive, see figure 2.1, marked in red. The opposite result is found for
a blue detuned frequency ~ωblue, as seen in figure 2.1 marked in blue.

Figure 2.1: Light shifts of two-level atom interacting with an off resonant electromagnetic field
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2.1 Optical lattices

In our setup, the potential is produced by two counter-propagating gaussian laser beams at 866nm.
They are focused in the vacuum glass chamber to a beam waist of about 17µm. The lattice constant
is λ/2 and the Rayleigh length 1.04mm. Considering then the fact that all transport operations and
experiments in this thesis take place over a region of at most 200 lattice sites, we can ignore in
good approximation any contributions from the curved wavefront and the Guoy phase of the beams.
The lattice potential is a result of the interference of the overlapping beams and forms a periodic
cosinusoidal potential in the longitudinal (x) direction, while in the transverse direction (ρ), it is a
direct result of the laser’s intensity profile:

U(x, ρ) = U0
ω2
DT

ω2
(x)

e
−2ρ2

ω2
0 (x) cos2

(
2π
λDT

x
)

(2.8)

2.1.2 Scattering with lattice photons

Following equation 2.7, we see a high laser intensity produces deeper trapping potentials and seems
like an obvious way to improve trapping stength. Calculating, however, the scattering rate of atoms
with the lattice photons themselves, we see:

Γscat =
6πc2

ω3
0

(
Γ

∆

)2
I (2.9)

Similar to the potential depth, the scattering rate is directly proportional to the intensity. In contrast,
there is a quadratic dependence over the fraction Γ

∆
, so a high detuning will alleviate the effect of the

high intensity. Scattering of the lattice photons would lead to heating of the atoms by two times Erec,
the recoil energy, given by:

Erec =
h2

2Mλ2
dt

(2.10)

The inelastic scattering of a photon will lead to a change in the atom’s internal state and to a population
decay of the prepared states. The population relaxation time T1 is a measure of that process and tells
us the characteristic time for the decay of a prepared population in a given spin state:

P↑(t) = Peq − (Peq − P↓)e
− t

T1 (2.11)

Where Peq is the equilibrium ratio between the states P↑ and P↓.
In the elastic case, we speak of Rayleigh scattering, the internal state is unaffected. But since the atom’s
quantum state is effectively measured, it leads to a decoherence in both the spin and position states. The
uncertain position of the atom is projected into a single lattice site, destroying spatial coherence and
leading to dephasing. Following [9], amodel for the decoherence is directly proportional to the intensity:

δdec ∝ I

(
1
∆

2
D2
−

1
∆

2
D1

)
(2.12)

Where ∆D2 and ∆D1 are the detuning of the lattice beams to the D2 and D1 lines of Caesium.
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Chapter 2 Theory and experimental apparatus

The potential depths of our lattice are U0/kB = 370µK at 30mW power per beam, which we call the
deep lattice. It is used for the trapping and imaging of the atoms. The second setting is U0/kB = 74µK
at 6mW power per beam, the shallow lattice, which is where we can control the quantum state of the
atoms more precisely due to the reduced scattering with the trapping beams themselves, since the
intensity is lower.

2.1.3 From the background into the lattice

Since the mean velocity of Caesium at room temperature is about 200m/s, loading the lattice directly
from the background gas would be very inefficient. It needs to be cooled first. For this, we employ
three pairs of circularly polarized laser beams tuned to the D2 line of Caesium, which cool the
atoms through repeated isotropic emission of photons and a pair of magnetic coils in anti-Helmholtz
configuration that produce a quadrupole field to lift the degeneracy of the Zeeman sublevels, the red
contour in fig 2.2. Atoms at different points in the magnetic field experience a different radiation
pressure from light of different circular polarizations, with a net force pushing the atoms to the
center. A more detailed description of the physical mechanisms of a MOT can be found in [10] or
[11]. The limit for this cooling method is the well knownDoppler limit, which in our case lies at 125µK.

Figure 2.2: Field and laser beam configuration for a MOT [12]

At this point, the gradient fields are turned off and the atoms are transferred into the lattice. With a
good overlap between the thermal distribution of the atoms after the cooling process and the possible
amount of trapped states, we get an average loading of 20 − 60 atoms in the camera’s field of view.
From that point, we use the Molasses beams on a different setting and employ sub-Doppler cooling as
explained in [13].The three pairs of molasses beams create polarization gradients and cool the atoms
to below 10µK.
A further cooling step, once the atoms are in the lattice, is the microwave sideband cooling, which
transfers the atoms into their vibrational ground state. For the purpose of this thesis, this was not
required, so for a description of the process in this setup, see [14]

2.1.4 Caesium in the optical lattice

The experimental medium in our optical lattice is Caesium. Due to its narrow linewidth, the |F = 3〉
to |F = 4〉 transition is an ideal candidate for experimentation [15]. The hyperfine splitting is
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2.1 Optical lattices

∆νHF = 9.19263177GHz, which we can easily address using our two lasers by simply detuning them
from each other by that amount.
To have a qubit that can be acccessed with the state dependent methods discussed in chapter 2.1.6, we
need two states with a non vanishing angular momentum [14], so we chose the two hyperfine sublevels
|F = 4,mF = 4〉 and |F = 3,mF = 3〉, which will be called the | ↑〉 and | ↓〉 states. We decided on
these two outermost sublevels because during the state preparation with F− and mF -pumping laser
beams, these two states can be most easily accessed, since the | ↑〉 is the dark state of the pumping
process.

Figure 2.3: Qubit level scheme for Caesium

The state preparation methods have been extensively covered in [14], but I will cover the basics
here nonetheless. During fluorescence image acquisition and the adiabatic lowering of the lattice,
all external magnetic fields are suppressed using an array of compensation coils. That means the
trapped atoms freely undergo σ+, σ+ and π transitions, off-resonantly scatter with lattice photons
and equally populate the |F = 3〉 and |F = 4〉 hyperfine sublevels. Following [16] and [17], we use
F- and mF -pumping, preparing the atoms in the desired states with a fidelity of > 99%. Such high
fidelities can only be achieved if the quantization axis is aligned to the optical pumping beams, which
is done by using the compensation coils to generate a guiding magnetic field with a field strength of
|B0 | = (2.95 ± 0.02)G.
For the F-pumping we need light, locked to the |F = 3〉 to |F ′ = 4〉 transition. So we extract
a part of the MOT-light and use up to around 10nW for the F-pumping. The mF -pumping is
realized by a σ+ polarized beam, resonant to the |F = 4〉 to |F ′ = 4〉 transition. 1nW of that
are overlapped with the light from the F-pumping and the quantization axis, and after pumping
lengths of 20ms, > 99% of the atoms are in the | ↑〉-state, which is the dark state of the pumping scheme.

2.1.5 State detection

To verify the effect of the optical pumping and for any other application in this thesis in which the state
population is measured, we employ the Push-Out technique [18]. Here, a short laser pulse, 40µW
for 400µs, resonant with the |F = 4〉 to |F ′ = 5〉 transition, is used. It is being applied from a radial
direction with a very high intensity (I/I0 = 100). Atoms in the | ↑〉 are pushed out of the optical
lattice by the radiation pressure, while the atoms in the | ↓〉 state remain with a fidelity of > 99%.
The remaining atoms in | ↓〉 are then observed through fluorescence imaging, determining the
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Chapter 2 Theory and experimental apparatus

percentage of the initial atoms that were occupying the | ↑〉 state.

2.1.6 State dependent lattice

State dependent lattices have been introduced by Jaksch et al. [19] and Deutsch et al. [20]. We
improve on earlier methods of state dependent transport through an approach based on a high precision,
large bandwidth synthesizer of polariation states, for details see [21]. A linearly polarized beam is
overlapped with 2 circularly polarized beams of opposite circular polarizations by having them enter
the vacuum chamber from opposite ends. We control the polarization state of the superposition of the
two beams by controlling the phase of the two individual beams. Since a linear polarization can be
described as the superposition of two circular polarizations of opposite circularities, the result is two
overlapping optical lattices, one with σ+, one with σ−-polarization.
Ideally, the atoms in the two hyperfine levels | ↑〉 := |F = 4,m f = 4〉 and | ↓〉 := |F = 3,m f = 3〉(see
fig. 2.4) are only affected by σ+ orσ− polarized light respectively. That way, preparing two overlapping
lattices with these two different polarizations, we are able to move the potentials affecting the atoms in
each of the two spin states independently.

Figure 2.4: State dependent lattice [14]

While a separation like that is possible for fine structure states, a direct mapping on the hyperfine states
onto the fine structure reveals that the states are still coupled. Calculations yield a magic wavelength
of λ = 865.9nm, at which the potentials for the two different states take the following form:

U↑ = Uσ+
(2.13)

U↓ =

√
7
8

Uσ−+

√
1
8

Uσ+
(2.14)

The atoms in the upper qubit state are completely decoupled from the σ− light, but in the lower state,
there is still a contribution from the σ+ light.
Our experiments are performed in a deep enough lattice that tunneling between lattice sites is negligible.
So the position of atoms in the | ↑〉 and | ↓〉 states is dependent on the position of the σ+ and σ−
lattices.
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2.2 Qubit states and Bloch representation

2.2 Qubit states and Bloch representation

Once initialized in the | ↑〉 state, there is always the present risk of unwanted transitions to the
other sublevels. To regain high occupancy levels in the desired states, and since we designed the
state dependent lattice only to affect the | ↓〉 and | ↑〉 states, we want to spectrally separate the mF

sublevels. The magnetic guiding field of the quantization axis with a field strength of |B0 | = 3G lifts
the degeneracy of the sublevels and separates neighbouring sublevels by 1.05MHz [22].
This seperation is also advantageous for the mathematical treatment, since we can now reduce the
Hilbert space to a two-level system and describe the superposition state of | ↑〉 and | ↓〉 as:

|Ψ〉 = c1 | ↑〉 + c2 | ↓〉 (2.15)

This pseudo spin-1/2 system can be described using the Bloch equations [23], which can be derived
from the Heisenberg uncertainty relation using the rotating wave approximation. Since in our system,
relaxation effects of both the population and the coherence influence the dynamics, we include them
as dampening terms [18] and get these equations:

〈
∂u
∂t
〉 = ΩRsin(φMW )〈w〉 + δ〈v〉 −

δ〈u〉
T2

(2.16)

〈
∂v

∂t
〉 = −δ〈u〉 +ΩRcos(φMW )〈w〉 −

δ〈v〉

T2
(2.17)

〈
∂w

∂t
〉 = −ΩRcos(φMW )〈v〉 −ΩRsin(φMW )〈u〉 −

〈w〉 − w0
T1

(2.18)

Here, δ = ω−ω0 is the detuning between the present electromagnetic field and the resonance frequency
of the system. ΩR = µB0~ is the Rabi frequency and φ is the phase of the field driving the transition.
T1 is the population relaxation time and T2 the coherence relaxation time. These equations describe
the dynamics of our two-level system in the presence of the laser beams.
The quantities u, v represent the coherence of the state and w is the population in the upper or lower
state. They are also the three components of the Bloch vector. It serves to visualize the temporal
evolution of the state on the Bloch sphere, see fig. 2.5:
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Chapter 2 Theory and experimental apparatus

Figure 2.5: In the first picture, on the left, the atom is completely in the | ↑〉 state. The middle picture shows a
transfer to the | ↓〉 state via a π-pulse and the picture on the right the transfer to the superposition state, the
equatorial plane on the Bloch sphere via a π/2 pulse. [14]

The Bloch vector is related to the wave function in equation 2.15 through the state density matrix ρ:

w = ρ00 − ρ11, u = ρ10 + ρ01, v = i(ρ01 − ρ10) (2.19)

We can greatly simplify the Bloch equations by assuming the system is driven on resonance, with the
detuning δ = 0, without a phase difference and without any decoherence. In that case, we get this
expression for the time dependence of the population:

w(t) = −cos(ΩR(t)t) (2.20)

From this equation, we can readily see that any given population state can be generated by applying
the proper pulse. In our case, the intensity of the two laser beams providing the Raman transitions will
determine the Rabi frequency, and with the pulse length t, we can create any superposition state we
wish. Choosing, for example, a π-pulse with

∫
ΩR(t)t = π will flip the population from | ↑〉 to | ↓〉.

Since we can also control the phase of the driving pulse in φ, we can choose the rotation axis of the
Bloch vector, which will be used for Ramsey Interferometry, explained in the next chapter.

2.3 Ramsey interferometry

Ramsey interferometry was pioneered by Norman Ramsey as a method to improve on the measurement
techniques used to determine atomic transition frequencies, see [24]. Rabi measured the transition
frequency ω0 between the ground and excited states of an atom sample by exposing it to an oscillating
field B⊥ for the duration of the atom’s passage with the velocity v through an interaction zone of length
L (L/v = τ). Applying the field causes Rabi oscillations between the two states at a frequency Ω⊥.
The transition probability is described by a function ∝ 1/sin2, which reaches its maximum, ifΩ⊥τ = π,
this is called a π-pulse. The precision of this measurement is limited by the fact that a sample of atoms
will have a certain velocity distribution and thus different amounts of time spent in the interaction
zone. Also, inhomogeneities in the magnetic field can cause a broadening of the central peak of the
probability distribution and further reduce the precision.
Ramsey improved on that by splitting the interaction zone into two parts, in each of which a π/2-pulse
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2.3 Ramsey interferometry

is applied. Between them is a propagation zone during which no oscillating field is applied. Because
there is no additional field between the two interaction zones, the non-interaction zone can be made
much longer than the interaction zones. The fact that the pulse-time is so short leads to a much
improved precision.
Using the representation on the Bloch sphere, the sequence then is as follows. First, a π/2 pulse is
applied, the atom is flipped by 90°on the Bloch sphere. Then follows the so called Ramsey-time, in
which the Bloch vector is allowed to precess around the equator. The second π/2 pulse again flips the
Bloch vector by 90°in a direction depending on the phase difference between the two pulses.
After the second pulse, the population in the upper state is measured. The probability to find an atom
in this state is described by the so called Ramsey fringes.

2.3.1 Measurement of coherence relaxation time

As a method in our lab and many other cold atom experiments [25], Ramsey interferometry is employed
in determining the coherence time, T2 time, of the atoms in our lattice. Since we are able to control the
phase of the microwave pulse that is applied to the atoms, we use this phase to scan the Ramsey fringe in
the following manner. First, the atoms are prepared in the | ↑〉 state, then the first π/2-pulse is applied.
It transfers the atoms into an equal superposition state of | ↑〉 and | ↓〉, where it stays for a preset time
∆t, the Ramsey time. Then the second π/2 pulse is applied. Using the push-out technique, we then
transfer all atoms into either the | ↑〉 or the | ↓〉 state, and the former is removed from the lattice. We
then measure the amount of atoms in the | ↓〉 state. In case of perfect resonance, if the phase difference
between the two pulses is 0, all atoms are expected to be in the | ↓〉 state. Scanning the phase from
0−2π allows us now to observe an entire Ramsey fringe, see figure 2.6, and extract the contrast between
| ↑〉 and | ↓〉. Performing this measurement for a number of Ramsey times will give us a curve as in
fig 2.7, from which we can calculate the coherence time T2 using the model introduced in Kuhr et al.
[26]. In figure 2.7, we see such aT2 timemeasurement, with the fit returning a result ofT2 = 240±20µs.

Figure 2.6: Ramsey fringe for ∆t = 50µs [14]
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Chapter 2 Theory and experimental apparatus

Figure 2.7: Coherence time measurement for T2 = 240 ± 20µs [14]

2.4 Quantum speed limit

Motivated by the Heisenberg uncertainty relation, especially the somewhat undefined nature of the
energy-time relation, a century of research has produced new insights into how quickly quantum
systems can evolve. Realizing that Heisenberg’s formulation is not an expression for a simultaneous
measurement, but for an intrinsic time scale of unitary quantum dynamics [27], Mandelstam and
Tamm developed the concept of the quantum speed limit. Their expression can be derived, starting
from the general uncertainty relation using the Cauchy-Schwarz inequality:

∆A∆B =
1
2
|〈[A,B]〉| (2.21)

with X = A,B as any quantum operator, ∆X =
√
〈X2
〉 − 〈X〉2 and 〈X〉 = 〈ψ |X |ψ〉.

Since the evolution of any observable A under Schrödinger’s dynamics is given by the Liouville-von-
Neumann equation:

∂A
∂t
=

i
~
[H, A] (2.22)

So with B = H, the Hamiltonian of the system, equation 2.21 changes to:

∆H∆A =
~

2
|〈
∂A
∂t
〉| (2.23)

We simplify this expression by choosing A to be the projector on the initial state |ψ(0)〉, which after
integration yields:

1
~
∆Ht =

π

2
− arcsin

√
〈At〉 (2.24)

Since we only wish to consider processes in which the initial and final states are orthogonal to each
other, meaning 〈ψ(0)|ψ(τ)〉 = 0, we get the minimal time to evolve between the two states as:

τ = τQSL =
π

2
~

∆H
(2.25)

∆H, the variance of the Hamiltonian, is however a quite inopportune measure for timescales of
quantum evolution. This is because this variance can diverge even if the average energy is finite, so
the "limit", the shortest possible time in equation 2.25, can correspondingly be arbitrarily small.

12



2.4 Quantum speed limit

As a way to overcome this problem, Margolus and Levitin derived an alternate expression, starting
from the initial state |ψ0〉 in its Eigenbasis:

|ψ0〉 =
∑
n

cn |En〉 (2.26)

For the time t, the solution for the time dependent Schrödinger equation can be similarly expanded:

|ψt〉 =
∑
n

exp
(
−i

Ent
~

)
|En〉 (2.27)

Now we overlap this with the initial state and estimate the quantum speed limit from the real part of
this overlap:

S(t) = 〈ψ0 |ψt〉 =
∑
n

|cn |
2exp

(
−i

Ent
~

)
(2.28)

<(S) =
∑
n

|cn |
2cos

(
Ent
~

)
(2.29)

=
∑
n

|cn |
[
1 −

2
π

(
Ent
~
+ sin

(
Ent
~

))]
(2.30)

= 1 −
2
π

〈H〉
~

t +
2
π
=(S) (2.31)

This includes the use of a trigonometric identity: cos(x) = 1 − 2/π(x + sin(x)). Since we treat initial
and final states, which are orthogonal, we have S(τ) = 0 in these cases. This leads to the quantum
speed limit as the minimal time for a system to evolve between two such states:

τ = τQSL =
π

2
~

〈H〉
(2.32)

With the derivations from Mandelstam and Tamm, as well as Margolus and Levitin, we are in the
rather strange situation that there are two independent and different limits, which both treat the same
quantum situation. They were individually verified, and Levitin and Toffoli could later show that the
unified bound in equation 2.33 is tight[28]:

τQSL = max{
π

2
~

∆H
,
π

2
~

〈H〉
} (2.33)

Equation 2.33 defines the fastest attainable time-scale over which a quantum system can evolve. The
limit translates to a number of applications. It defines, among other things, the maximal rates of
quantum information processing and communication as well as quantum entropy production [27].
To investigate this boundary, we use Ramsey interferometry, the exact sequence for this specialized
measurement will be explained in chapter 4.
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CHAPTER 3

Raman laser setup

In this chapter, I will cover the idea behind the modification of the previous Raman setup, the theory
of Raman transitions as a tool in our experiment and the goals of the improvement.
For earlier Ramsey interferometry experiments, we used a microwave pulse to apply the π/2 pulses
and changed the relative phase between the two pulses by directly changing the setting on a microwave
generator [14]. This resulted in Rabi frequencies of around 56kHz. It also meant that because of the
pulse length, decoherence effects influenced our measurement precision.
Now, the idea was to use an optical frequency for the pulses, seeing that, through the stronger coupling
to the D2 line of Caesium, the Rabi frequency would be greatly increased. Consequently, the expected
pulse length t, for example for a π/2-pulse, would be shorter:

π

2
=

∫
t

ΩRt ′dt ′ (3.1)

For that purpose we modified the existing Raman setup, which was used for Raman sideband cooling
[14], to also accomodate interferometric applications.

3.1 Raman transitions

To realize stimulated Raman transitions, we use our setup of two home-built diode lasers at around
852nm, detuned from each other by 9.2GHz. To understand the process, we consider a simple
Λ-scheme as seen in figure 3.1.
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Chapter 3 Raman laser setup

Figure 3.1: Lambda level scheme for Raman transitions

The goal is to coherently drive Rabi oscillations between states |0〉 and |1〉, seperated by the energy
difference ∆E . We use two lasers called the Pump laser with ωP and Rabi frequency ΩP and the
Stokes laser with ωS and ΩS . Both of them couple one of the two states to an intermediate state
|2〉, but are detuned from it by the detuning ∆. Through this detuning we can neglect one-photon
transitions to the intermediate state. We describe the detuning of the difference of the two lasers to the
two-photon resonance frequency as δ. We choose the magnitudes of these values so that ∆ is larger
than δ and also far larger than the Rabi frequencies.
To calculate the system’s dynamics and determine expressions for the Rabi frequency and the light
shift, we solve the time dependent Schrödinger equation for the Hamiltonian of the system. Using the
well known rotating wave approximation and setting the energy value of |0〉 to zero, the Hamiltonian
in the basis of the 3 states |0〉, |1〉, |2〉 is given as:

Ĥ =
~

2
©«

0 0 ΩP

0 −2δ ΩS

ΩP ΩS −2∆

ª®¬ (3.2)

The two Rabi frequencies ΩP,S are defined by E0(ro), the field amplitude at the position of the atom
and the dipole transition operator D̂:

ΩP,,S = −
1
~
〈e|D̂ΩP,S(r0)|g〉 (3.3)

where we use the indexes P and S to differentiate between the Rabi frequencies of the Pump and
Stokes lasers.
We define the time dependent state of the 3-level atom as Ψ(t) and express it as a superposition of the
individual state weighed by their probability amplitudes Ci.

Ψ(t) = C0(t)|0〉 + C1(t)|1〉 + C2(t)|2〉 (3.4)

Solving the time-dependent Schrödinger equation then gives us a set of three coupled differential
equations for the probability amplitudes Ci:
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3.1 Raman transitions

i ÛC0(t) =
1
2
ΩPC2(t) (3.5)

i ÛC1(t) =
1
2
ΩSC2(t) − δC1(t) (3.6)

i ÛC2(t) =
1
2
(ΩPC0(t) +ΩSC2(t)) − ∆C2(t) (3.7)

Earlier we defined ∆ to be much larger than the Rabi frequencies, so we see from the third equa-
tion that |2〉 will show a much faster oscillating behaviour than |0〉 and |1〉. That means ÛC2 will
average out to 0 over many oscillation cycles, we can disregard it and gain an effective two level-system:

i ÛC0(t) =
ΩP

4∆
(ΩPC0(t) +ΩSC1(t)) (3.8)

i ÛC1(t) =
ΩS

4∆
(ΩPC0(t) +ΩSC1(t)) − δC1(t) (3.9)

For which we can calculate the effective Hamiltonian as:

Ĥeff =
~

4

(
Ω

2
P

∆

ΩPΩS

∆

ΩPΩS

∆

Ω
2
S

∆
− 4δ

)
(3.10)

We can calculate the energy shift Λi of the states |0〉 and |1〉 from the diagonal terms, which increases
or lowers the energy, depending on the detuning:

Λ0 = ~
Ω

2
P

4∆
, Λ1 = ~

Ω
2
S

4∆
(3.11)

This is known as the AC-stark shift, also simply called light-shift due to the fact that they are caused in
the interaction of the atom state with light. Since both states are affected, we can calculate an effective
differential light shift as:

δΛ = Λ1 − Λ0 (3.12)

with the effective two-photon Raman detuning then being:

δeff = δ − δΛ (3.13)

From the off-diagonal terms, which represent the coupling between the two states, we calculate the
two-photon Rabi frequency:

ΩR =
ΩPΩS

∆
(3.14)

With that and the generalized Rabi frequency Ω0 =

√
Ω

2
R − δ

2
eff we solve the Schrödinger equation

for the effective Hamiltonian. It yields the time dependent population densities of the two states,
calculated under the assumption that the initial population was in state |0〉:

17



Chapter 3 Raman laser setup

ρ0(t) = |C0(t)|
2
= 1 +

Ω
2
R

2Ω2
0
[cos(Ω0t) − 1] (3.15)

ρ1(t) = |C1(t)|
2
=
Ω

2
R

2Ω2
0
[1 − cos(Ω0t)] (3.16)

As can be seen in fig 3.2, a full population inversion is only achieved for δeff = 0. This means we
require the two lasers to operate with minimal frequency fluctuations at the resonance frequency.

Figure 3.2: Rabi oscillations depending on the two photon Raman detuning δeff [29]

Cross coupling In calculating the Rabi frequency, there is an effect we disregarded. While the
Pump and Stokes lasers are meant to only be coupling their respective state to state |2〉 with detuning
∆, they also couple the other state to state |2〉. In case of the Stokes laser with detuning ∆ − ∆E , for
the Pump laser with detuning ∆ + ∆E , see fig 3.3.
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3.2 Raman transitions in Caesium

Figure 3.3: Cross coupling of the Pump and Stokes beams

In our experiment, ∆ is larger than ∆E , so this cross coupling will not cause any additional one- or
two-photon transitions and therefore not affect the Rabi frequency, but it will have an effect on the
light shift. The light shift of a ground state then becomes:

Λg = Λ
P
g + Λ

S
g (3.17)

so that the light shifts for our two states |0〉 and |1〉 becomes:

Λ0 =
~

4

[
(Ω

P
0,2)

2

∆
+
Ω

S
0,2)

2

∆ − ∆E

]
(3.18)

Λ1 =
~

4

[
(Ω

S
1,2)

2

∆
+
Ω

P
1,2)

2

∆ + ∆E

]
(3.19)

3.2 Raman transitions in Caesium

Applying these principles to affect our qubit in the manner described in chapter 2 presented some
challenges. For the purpose of Raman sideband cooling, the two laser beams were arranged in a way
that one of them, the slave beam, would enter the vacuum chamber in lattice direction, σ+-polarized.
While the other, the master beam, was directed towards the atoms from above, the z-direction, together
with the MOT-z-beam. It is circularly polarized as well, but due to the angle of incidence induces
both π and σ± transitions. The reason for this orientation is that in order to perform the cooling,
the laser beams need to radially transfer momentum to the atoms. That means the beams cannot be
copropagating and an angle between them is required.
This setup was unsuitable for us since the z-beam was not well focused, quite wide, and that would have
resulted in a relatively low intensity experienced by the atoms and consequently a low Rabi frequency.
The solution was to direct both Raman beams along the lattice, because in our case, copropagation
was not a problem, since both beams will traverse the same focusing optics as the lattice beams. Since
now the two beams were no longer able to induce π-transitions, driving our original qubit transition
without a large loss of power was no longer an option. We changed our qubit from the initial setup
with |F = 3,mF = 3〉 and |F = 4,mF = 4〉 to |F = 3,mF = 3〉 and |F = 4,mF = 3〉. This meant atom
initialization would now happen in the |F = 3,mF = 3〉 state, which is connected to the dark state of
the optical pumping through a microwave transition.
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Chapter 3 Raman laser setup

This also had some implications for the possible combinations of polarizations of the Raman beams.
Following [30], we see that the Rabi frequency of the two-photon process is changed by a factor,
depending on the initial hyperfine sublevel and the polarization combination of the two laser beams:

ΩR.0 = ΩR

√
X(mF ) =

ΩPΩS

2∆
√

X(mF ) (3.20)

X(mF ) =


1

288 (4 + mF )(5 + mF ) in case of: (π,σ−), (σ+, π)
1

288 (4 − mF )(5 − mF ) in case of: (π,σ+), (σ−, π)
1
9 (1 − (

mF

4 )
2
) in case of: (σ+, σ+), (σ−, σ−)

0 in case of: (π, π), (σ±, σ∓)

(3.21)

If the two Raman beams now had opposite circular polarizations, we can see that the transition would
be completely suppressed. So we chose the σ+-polarization for both of the beams and overlapped the
beams with the according component of the synthesized arm of the optical lattice.

3.3 Optical setup

The existing Raman setup consisted of 2 home-made diode lasers at a wavelength of around 852nm, the
D2 line of Caesium and the supporting optics. Since they were directed at the experiment separately,
the optical layout had to be changed, but the temperature and current settings could be kept at similar
levels, after verifying that they were detuned from each other by 9.2GHz, which is the hyperfine
splitting between the |F = 3〉 and |F = 4〉 states. The detuning from the D2 line itself, to avoid
one-photon transitions, is around 238GHz. See figure 3.4

Figure 3.4: Laser settings and Caesium level scheme of Raman setup

We needed to divert enough optical power to be able to observe Rabi oscillations while still being able
to do the sideband cooling. Since sideband cooling only requires very little, however, almost the entire
power of the two lasers could be used for the new setup. Reaching high enough Rabi frequencies with
the available power was questionable though. We made plans to boost the laser power with a tapered
amplifier, which would yield up to 1 − 2W per beam. Ultimately these plans were not executed due
to space constraints and because we were able to reach high enough power levels at the position of
the atoms. But this is still a possible avenue of improvement in later experiments, if more power is
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3.3 Optical setup

required. Fig. 3.5 shows the optical components:

Figure 3.5: Optical components of the Raman setup

Both lasers start at around 50mW of power at their output and are first directed through a beam-shaping
telescope (L1) of cylindrical lenses. Two optical isolators protect the lasers from reflections that could
damage the cavities. After that, the polarization of both beams is rotated by a λ/2 plate, so we can
control the amount of power passing the outputs of the following polarizing beamsplitters (PBS 1&2).
Here, the master beam is split, so a fraction of it can continue towards the experiment as the z-beam
for the Raman sideband cooling and the remaining power is directed towards a second beam splitter
(BS), non-polarizing this time, where it is combined with the beam from the slave laser. The slave
beam is split, so we can control the amount of power passing through and being combined in the
following beam splitter with the master beam. The discarded power is directed to a beam dump.
The non-polarizing beam splitter evenly splits the combined power of both beams. The first arm
directs the light towards an optical fiber and a photo diode (PD) which belongs to the optical phase
lock loop, explained later in this section. The second arm leads to the AOM.
Before reaching the AOM, the beams are directed through a beam-shrinking telescope, with lenses of
150mm and −50mm focal lengths, which is necessary to avoid clipping at the aperture of the AOM.
That way we achieve a higher efficiency in the AOM throughput.
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3.3.1 AOM in double pass configuration

As mentioned at the beginning of this chapter, we want to take advantage of the shorter pulse length
of a π/2-pulse due to the higher Rabi frequency. However, pulses of durations in the sub-µs-regime
cannnot be precisely done with mechanical shutters. Ideally, we want to be able to realize pulse
lengths down to around 100ns, so an AOM suits our needs perfectly. The model we chose has its
maximum efficiency at 80MHz.
To produce the pulses, the AOM is set up in double pass configuration [31] as seen in fig 3.6. The
combined beams from the master and slave lasers pass a polarizing beam splitter and enter the AOM
from the left side. With the AOM turned off, only the 0th order of the beam is seen. Additional orders
appear on either side of the 0th order, once the AOM starts operation. We optimize the transmission
of the AOM for the 1st order beam and block all other orders.
For the second pass we prepare a lens (L3) and mirror (M) in cat’s eye configuration [32]. The mirror
is placed at the focal point of the lens and the incoming 1st order beam is reflected as seen in figure
3.6. Like in the first pass through the AOM, the 0th order beam is blocked and the remaining beam,
the 1st order in second pass -since after passing through the AOM its polarization is flipped- can pass
through the beam splitter and towards the following optics.

Figure 3.6: AOM in double pass configuration

The advantage of the double pass is the high suppression ratio of up to 10−5. Effectively, since we
couple into an optical fiber after the AOM, when we direct the light towards the atoms, we gain a
suppression ratio of up to 10−6 at the position of the atoms.

3.3.2 Control circuitry of the AOM

To control the AOM, we installed a number of control electronics, seen in the schematic circuit
diagram fig 3.7:
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Figure 3.7: Schematic control circuit for the AOM; Amplifier: Mini Circuits (MC) ZHL-1-2W-S+, VCO: MC
ZX95-78+, VVA: MC ZX73-2500+, Switch: MC ZASWA-2-50DRA+, Wavegen: Agilent 33522A

We program the pulse length and amplitude from the PC into the wavegen, which has two outputs.
The first one is a TTL pulse, which is the logic signal for the switch. The second output provides the
information for the VVA-VCO-circuit. It contains the information to produce a pulse of a defined
duration and amplitude.
The RF output from this circuit is the input for the switch, which gets passed on, if there is a positive
logic signal. The signal then reaches a gain block amplifier and from then on the AOM.
Since the AOM has different output efficiencies depending on the supplied voltage, we can control
the power of the Raman pulses directly from the computer. This translates to a direct control of the
induced Rabi frequencies at the desired transition.

3.3.3 Optical phase lock loop

We require a stable frequency and phase relation with minimal fluctuations between the two lasers, as
variations would lead to decoherence of the Raman transitions. This is accomplished with a phase
lock loop setup, as seen in figure 3.8:

Figure 3.8: Optical phase lock loop as used in our system; Photo diode: Hamamatsu G4176-03, Bias tee: Mini-
Circuits® ZX85-12G+, Amp 1: Kuhne Electronics KU LNA 922A, Amp 2: Miteq AFS5-08001200-40-10P-5,
PLDRO: Resotech Inc, phase frequency detector: MC100EP140
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In general, an OPLL works by comparing the phase of, in our case, two lasers, and controls the phase
of one of them (called slave laser in figure 3.8) so it has a fixed phase relation to the other one (called
master laser), which is free running.
On the left side of the schematic, there are the two lasers, called master and slave laser, which reach
the photo diode with roughly 2mW each. A precise matching of the laser powers is not necessary as
long as the photo diode is sufficiently irradiated to detect the beating signal, though they need to have
the same polarization. This beating signal is a result of the two beams interfering. It is produced by
two signals with different frequencies:

fbeat = | f1 − f2 | (3.22)

The following signal will be seen by the photo diode, where the index m signifies the master, s the
slave laser:

IPD ∝ |Emcos(ωmt + φm)Escos(ωst + φs)|
2

= |Em |
2cos2

(ωmt + φm) + |Es |
2cos2

(ωst + φs) + 2EmEscos(ωmt + φm)cos(ωst + φs)

= EmEscos((ωm − ωs)t + φm − φs) + EmEscos((ωm + ωs)t + φm + φs)

+ |Em |
2cos2

(ωmt + φm) + |Es |
2cos2

(ωst + φs)

It can be seen that there is a term proportional to the sum of the two frequencies and one proportional
to the difference. We select for the term proportional to cos((ωm − ωs)t + φm − φs), the beating
signal. This signal is then mixed with a reference frequency from a local oscillator (LO) to create an
error signal proportional to the phase difference φm − φs. In this mixing, we once again get a signal
proportional to the sum of the two frequencies and one proportional to the difference. A low-pass
filter suppresses the sum contribution and the remaining error signal then looks as follows:

E(t) ∝ cos((ωm − ωs − ωLO)t + φm − φs − φLO) (3.23)

In case the frequency difference between the two beams is the same as ωLO, this expression will only
depend on the phases. Since the phase of the local oscillator can be chosen arbitrarily, we set it to be
π/2 and the expression becomes:

E(t) ∝ sin(φm − φs) (3.24)

To minimize this value, the servo loop is closed by feeding this error signal back to the laser.
Going back to figure 3.8, we continue with the electronics. The first element is a bias tee, which
determines the set point of the photo diode, in order to continue with a better signal to noise ratio.
The beating signal is then amplified by two amplifiers and mixed with the signal from the PLDRO
(Phase Locked Dielectric Resonator Oscillator), which gives out a frequency of 9.15GHz. Two signals
are created, one whose frequency is the sum of the frequencies of the two signals and one whose
frequency is their difference. The summed up frequency is filtered out due to the limited bandwidth of
the electronics, so we continue only with the so-called mixed down frequency.
In the next step, a phase frequency discriminator compares the mixed down beat signal with a reference
signal from the wavegenerator and returns an error signal. The advantage of using a PFD instead of
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directly mixing the two signals is that the error signal is directly proportional to the phase difference
and not only in first order approximation. Also, in case the frequencies of the two signals are different,
which would lead to the phase error increasing rapidly, the PFD provides an additional error signal,
depending on the frequency. This frequency will usually be around 50MHz, the difference between
the detuning of the lasers at 9.2GHz and the output of the PLDRO at 9.15GHz, which corresponds to
the transition frequency of the atom sample. Depending on variations in the sample, this may vary
itself, so before each experimental run, we measure this frequency spectroscopally. In our setup it is
provided by a Keysight M3300A PXIe AWG and Digitizer, which can be set to any frequency we
require.
Phase and frequency of the mixed down beating signal are now regulated by the OPLL through
two feedback loops, which aim to minimize the error signal. The slow feedback loop operates at a
bandwidth of 1kHz and up to an amplitude of a few hundred MHz and counteracts the slow flucuations.
It does so via a piezzo-electric ceramic, controlling the grating of the external cavity slave laser
through a PID servo loop. The fast feedback is provided by changing the diode current of the slave
laser and covers fluctuations up to 3MHz with amplitudes of 1MHz. The fast loop also contains a
lead-lag filter, designed by K.Schörner, to shape the frequency characteristics, which ensures a gain
< 1 for frequencies where the total phase shift is larger than 120°.
To adjust the OPLL, we change the gain settings of the feedback PID system and monitor the beating
signal on a spectrum analyzer. The observed signal is seen in figure 3.9. Both pictures show the
same trace with the strong central peak at 9.195MHz in the center and the two servo bumps on either
side. They are barely visible, so as a guide to the eye, the picture on the right has the marker on the
right side of the central peak right atop that servo bump at 9.199MHz. Comparing the peak heights
between the central frequency and the servo bumps gives us a suppression of around 65.7dBm

Figure 3.9: Picture of beating signal with comparison of peak heights

Beating signal linewidth

To quantify the beating signal, we also recorded the spectrum of the mixed down 50MHz beat signal
with a spectrum analyzer. Here, it is controlled only by the piezzo lock. We fit it with a Voigt profile
to extract the linewidth. The fit returns a Voigt linewidth of 40.9kHz.
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Figure 3.10: Linewidth fit of mixed down beat signal

3.3.4 Cleaning the lattice control loop

After the AOM, we direct the two beams through an optical fiber onto the experimental table. In order
to achieve the best possible overlap with the optical lattice, we combine the Raman beams with one of
the lattice beams themselves. Specifically, the so called DT1L beam, which is one of the two parts of
the polarization synthesized arm of the lattice.
For the overlap, we cannot use a polarizing beamsplitter like in other cases. The reason is that
the two components of the polarization synthesized arm of the optical lattice are of opposite linear
polarizations when they are combined. We use a Wollaston prism to overlap the two components and
later change their polarization to the positive and negative circular polarizations. So trying to overlap
one of the two components with the Raman beams using a PBS would only lead to light being lost in
the following Wollaston prism.
So we took advantage of the fact that the Raman and lattice beams have a slight difference in wavelength.
Since the Raman lasers run at around 852nm and the laser for the lattice beams at 866nm, we could
use a Versa Chrome Edge tunable longpass filter. This optical element acts as a high pass filter, where
the edge frequency depends on the angle of incidence, see figure 3.11, the specifications from the
manufacturer, where the blue trace represents a 60°AOI and the orange trace a 0°AOI.
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Figure 3.11: Transmission against wavelength for different angles of incidence

We overlapped the two beams using the configuration in figure 3.12.

Figure 3.12: Overlap of Raman beams with DT1L beam

The problem now is that the lattice beams are themselves phase and frequency controlled. The point
in the setup where a part of the light gets split off to be directed to their respective photo diodes comes
a bit later, however. Having light of a different frequency as part of the beams that enter the control
loops would make a stable lock impossible. So we used another of the tuneable long pass filters, cut it
into four pieces, and positioned them in front of the control loops’ photo diodes, see figure 3.13:
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Figure 3.13: Removing Raman light before phase and intensity locks

Where earlier we used the angle dependence of the transmission to overlap two beams, we now use it
to separate them. The filters were placed just so that only light from the Raman beams was reflec-
ted and directed at a beam dump, while the lattice beamswere fully transmitted to enter the photo diodes.

3.4 Characterization

In order to do precise experiments, we need to be able to control our Raman pulses well. We need to
make sure that the power of the beams can be adjusted with precision, that the lasers are stable and
remain at set power levels, that the pulses are as long as we program them to be, and that we know our
Rabi frequency well.

3.4.1 Calculation of induced light shift and Rabi frequency

To know what to expect from our system, we will first calculate several quantities that characterize it
well. These calculations refer to two beams with a beam waist of 17µm at the position of the atoms,
identical to that of the lattice, and 1.19mW of power per beam.
The detuning from the D2 line of Caesium:

∆detuning =
ωD2 −mean[ωSωP]

2π
= 238.3148GHz (3.25)

Where ωD2,ωS,ωP denote the frequencies of the D2 line, the Stokes and Pump lasers respectively.
As mentioned in the first chapter, a result of the interaction between light and atoms is a shift in the
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energy levels, the AC-Stark shift. To calculate it, we have to add up the individual potential changes
caused by the two lasers to the two levels, F=3 and F=4, which constitute our two-level system:

US3 =
−πc2

Γ

2ω3
D2

( 2 + pgF3
3

ωD2 − ωS

+
2 + pgF3

3
ωD2 + ωS

+
1 − p ∗ gF3

3
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+
1 − pgF3

3
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)
I
h
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Where US3 denotes the potential shift of the Stokes laser to the F = 3 state, the other cases are named
accordingly. Γ is the linewidth of the D2 transition, p signifies a matrix for σ+-polarized light and gF3
and gF4

are the Lande factors of the fine structure. The resulting combined light shift is then:

ULS = US3 +UP3 +US4 +UP4 = 3451.0827kHz (3.26)

The Rabi frequency of the system under influence of the Pump and Stokes beams is calculated with:

Ω0 =
1
~2

√
7/120

√
5/24

D2
3/2I

ε0c∆
= 1.5002MHz (3.27)

This is around 2 orders of magnitude larger than the Rabi frequencies we usually get using the
microwave pulses. With that value, we can expect π-pulse durations of around 0.3333µs, which is
also significantly shorter than with the microwave.
From CJ Foot’s Atomic Physics [33] we get an estimation for the photon scattering probability of our
Raman beams:

Psc = π
Γ

∆
= 6.8813e − 05 (3.28)

with a corresponding scattering rate of Rsc = 5670.8534 photons per second, where Γ is the linewidth
of the D2 transition and ∆ the mean detuning of the Pump and Stokes beams from that transition.

3.4.2 Light shift from Raman beams

To determine the light shift the atoms experience when the Raman beams are turned on, we measure
the transition frequency of our atoms. We can scan the frequency using the microwave generator,
which applies multiple square pulses with changing frequencies. We first take a spectrum without the
Raman beams, see figure 3.14.
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1 − α 95.0%
Reduced χ2 6.329
Survival 1 ± 0.131

Rabi frequency[kHz] 39.523 ± 7.023
Frequency offset[kHz] 2.127 ± 1.864
Pulse duration[µs] 10.400

Figure 3.14: Microwave spectrum to measure light shift, without Raman beams

Then another spectrum with the Raman beams on. Here we must consider what power to use. At
high power levels, the spectrum will be much flatter and more spread out, because the Gaussian
intensity profile will cause different light shifts for the atoms, which are spread out due to the radial
temperature. This effect is more pronounced for higher powers, because the intensity profile will then
cover a larger area. At full power, the peak is spread so wide that our fitting routine produced large er-
rors. So we took the second spectrum at 0.2mWper beam, around 1/6 of the maximum, see figure 3.15.
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1 − α 95.0%
Reduced χ2 16.394
Survival 1 ± 1.151

Rabi frequency[kHz] 32.985 ± 33.695
Frequency offset[kHz] 9.273 ± 4.847
Pulse duration[µs] 10.400

Figure 3.15: Microwave spectrum to measure light shift, with Raman beams

From the fits we can calculate the light shift as the shift in position of the carrier. Both the central
frequency and the frequency offset have to be considered, and we get:

ULS = ( f
1
central + f 1

offset) − ( f
2
central + f 2

offset) = 561 ± 5.193kHz (3.29)

Where f 1
central and f 1

offset refer to the measurement without the Raman beams and f 2
central and f 2

offset to
the measurement with them. Since the induced light shift scales linearly with the laser power, this
matches our calculations above, which were performed assuming the full power of 1.19mW per beam.
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3.4.3 Raman laser phase stability

To ascertain the quality of our OPLL, it is important to know how stable the phase state of the combined
Raman lasers is. As explained in a previous chapter, we measure the beating signal between the two
lasers, mix it down to 50MHz and then lock that to a 50MHz signal from a local oscillator.
We determine the phase stability by mixing that beating signal with the signal from the wavegen and
then measuring the phase difference and mixed signal average DC for different delays. The delays
were introduced by changing the cable length piece by piece in discrete steps. The measurement yields
the plot in figure 3.16.

Figure 3.16: Phase noise measurement of the OPLL with fitting data

Fitting the data with a sinusoidal function provides us with the fitting data in figure 3.16. We measured
the AC RMS of the mixed signal to be 160µV, and use that to determine the phase noise to be:

PN = arcsin
(
0.16
32.4

)
= 0.28 deg (3.30)

This ranges within the required boundaries. The stable phase relation was also confirmed by observing
the two separate signals in the XY-mode of the oscilloscope. The Lissajous figure remained stable in
this state, indicating a stable phase relation:
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Figure 3.17: X-Y relation of down-mixed beating signal and signal from wavegen

3.4.4 Long-term stability of the lasers

We need to make sure the output of our two lasers remains stable over long time periods. The pulse
lengths are only very short, but long term measurements with many steps would be impossible with a
high degree of precision if the laser power drifts or is prone to high fluctuations. We took long term
measurements of the laser power for both lasers and found them to be sufficiently stable. Over a period
of 8min 20s, the standard deviation was 255µV with a mean value of 0.998V and a signal to noise
ratio of 0.03% for the master laser and 677µV with a mean value of 3.276V and a signal to noise ratio
of 0.02% for the slave laser.

3.4.5 Power calibration of Raman beams

To calibrate the relation between the voltage sent to the VVA and the laser power at the position of
the atoms, we optically measure the power of the two combined Raman laser beams. We measure
right behind the vacuum chamber, after both beams have completely passed through it: To obtain the
optical power at the position of the atoms from this measurement, we have to factor in the absorption
from the two glass plates of the vacuum chamber and the fact that there are two beams. The measured
power is therefore corrected in the following way:

Pcorr =
Pmeas ∗

√
0.84

2
(3.31)

Plotting the power at the atoms against the voltage we send to the VVA, we can extract a calibration
function from figure 3.18. The resulting calibration function is implemented in the control software,
and to check if the calculated power at the atoms corresponds to what we program, we measure the
light shift at four different Raman powers and compare them to the calculated light shift, see figure
3.19.
The results are in agreement with the theoretical prediction. So we can confidently assume that the
power at the position of the atoms is correct as well.
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Figure 3.18: Calibration plot for the Raman beams

3.4.6 Time calibration for Raman pulses

In the next step, we check wether the pulse duration we program for the Raman pulses corresponds
to the actual length of the pulse as seen by the atoms. We optically measured the pulses using a
photo diode and integrated the light intensity to get the effective pulse length. Normalizing that by a
maximal-amplitude square pulse and plotting it against the pulse lengths that were programmed gives
us figure 3.20.
In orange, we see the line through the origin to compare and clearly see that our data in blue deviates
from that. We have to compensate for an offset by changing the programmed pulse length. To find
out by how much, we fit the measured light intensity with a linear model f (x) = a · x. Points at
times t < 300ns were excluded, see the red crosses in figure 3.21, to achieve a better fitting model.
The resulting discrepancies for shorter pulses below 150ns, as seen in the resulting corrected pulse
lengths in figure 3.22, are not an issue, since we are limited by our Rabi frequency to π/2 pulses of
around 200ns. After the correction, we see a much better agreement of the observed pulses and the
programmed pulses. We use this model to adjust our programmed pulse lengths.
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Figure 3.19: Comparison of calculated and measured light shift

Figure 3.20: Integrated light intensity against programmed pulse length
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Figure 3.21: Fit for pulse length calibration

Figure 3.22: Corrected pulse lengths
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CHAPTER 4

Experimental Procedure

After the setup and calibration of our devices, I will now cover the experimental procedure we
employed. I will go over each step individually and present as well as discuss the results.

4.1 Raman spectroscopy

Before we can measure the Rabi frequency, we have to determine the exact transition frequency of the
atoms in the lattice. For that, we use a spectroscopic method, which can also be used to determine the
spin flip efficiency. Without the Raman beams, this procedure was performed with a spatially broad
microwave pulse, which was also the platform for the pulses in other applications. There, the Rabi
frequency was limited to around 50kHz, meaning the pulse length for a π-pulse, for example, was
limited to 10µs. The Raman beam setup allows us to reach Rabi frequencies of up to 1.4MHz, which
corresponds to π times down to 0.36µs.
There are two principal types of spectroscopy pulses we employ. A fast rectangular pulse and a
spectrally narrow Gaussian one. The rectangular pulse uses the maximally possible Rabi frequency and
produces the fastest possible spin flip. The pulse is spectrally broad, which is advantageous in this case:
We don’t expect the transition frequencies of all atoms to be identical due to variations in the magnetic
field both in time and space and to varying light shifts because the atoms are not radially cooled to
their vibrational ground state. The disadvantage is that we cannot locally adress single atoms with it.
Doing that would require spectrally narrowing the pulse by changing the Rabi frequency and the time.
Since the Fourier transform of the box function is the sinc function, see figure 4.1, the spectrum of the
square pulsewould always have these side peaks, which is problematic for locally addressing pulses [14].
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Figure 4.1: Box function g(t) and Fourier transform G(f) [34]

The Gaussian shaped pulse is then used for a better spectral resolution. Also, it shields the qubit from
decoherence due to dephasing. The reason is that the qubit is most sensitive to dephasing decoherence
in an equal superposition state, while there is no sensitivity in the pure states. With the Gaussian
π-pulses, for example, the qubit will spend less time in that superposition state. So for a similar
spectral resolution, due to the reduced dephasing, the transfer efficiencies of the Gaussian pulses are
higher.
The spectra are recorded according to the following procedure. We load the atoms into the lattice
and measure the initial number through fluorescence imaging. We lower the lattice and initialize the
atoms in the | ↑〉 state through optical pumping, as explained in chapter 2.1.4. Then the atoms are
exposed to the chosen microwave pulse whose frequency changes in each iteration over a specified
span. That way, we scan the transition frequency step by step and use the push-out technique after
each iteration. Here, the atoms are projected into either the | ↑〉 or the | ↓〉 state and the atoms in
the | ↑〉 state are removed from the lattice. We again measure the population in the | ↓〉 state using
fluorescence imaging. This procedure is repeated until we get a spectrum with sufficient statistics.
Measuring these spectra with Raman beams instead of the microwave is not principally different. The
frequency steps are now achieved by changing the reference signal of the OPLL. Several spectra were
taken. For the spectrum in figure 4.2, the power of the Raman beams was adjusted so that the Rabi
frequency matches that of the microwave used in earlier experiments. We used a square pulse of 8.2µs
length and a total power of around 50µW per beam.
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4.1 Raman spectroscopy

1 − α 95.0%
Reduced χ2 1.460
Baseline 0.853 ± 0.005

Rabi frequency[kHz] 52.012 ± 4.249
Frequency offset[MHz] 48.736 ± 0.001
Pulse duration[µs] 8.2

Raman transfer efficiency 1.0 ± 0.05

Figure 4.2: Raman spectrum with 8.2µs pulse length and 50µW of power per beam

The picture is similar to what would have been observed with a microwave pulse. The Rabi frequency
is calculated after fitting the data to be around 52kHz. This confirms that the process works as
expected, a microwave pulse of that length yielded a Rabi frequency of around 56kHz.
As a next step, we increased the power of the Raman beams as high as possible at the position of the
atoms, 1.19mW per beam. The pulse was now also substantially shorter at 375ns and thus spectrally
broader, see figure 4.3.
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1 − α 95.9%
Reduced χ2 1.299
Baseline 0.913 ± 0.006

Rabi frequency[kHz] 1404.0
Frequency offset[MHz] 45.756 ± 0.011
Pulse duration[µs] 0.375

Raman transfer efficiency 0.967 ± 0.005

Figure 4.3: Raman spectrum with 375ns pulse length and 1.19mW of power per beam

As expected, the spectrum is substantially broader, more than one order of magnitude, which
is a consequence of the shorter duration. We again fit the data and extract a central frequency
of 45.8MHz. This is then set as the reference frequency of the OPLL for the following experi-
ments. The Rabi frequency is 1.404MHz, though in this fit, this was set as a fixed parameter since it
could be calculated more precisely from the Rabi oscillation measurement explained in the next section.
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4.2 Rabi oscillation measurement

4.2 Rabi oscillation measurement

To measure the Rabi frequency at the transition frequency of 45.8MHz, we can now adjust the pulse
lengths t. With the different pulse lengths, following equation 2.20, we change the population state w
of the atoms. Given that under continuous exposure to the resonant Raman light, the atom sample
performs Rabi oscillations, it is clear that by performing discrete steps, we can trace the oscillation
and extract the Rabi frequency using a sinusoidal fit.
For the maximum power we could achieve with the Raman beams, 1.19mW per beam, we plot the
measured oscillation in figure 4.4.

1 − α 68.0%
Reduced χ2 0.863
Survival 0.907 ± 0.035

Rabi frequency[MHz] 1404.0 ± 0.019
Rabi phase[rad] 0.296 ± 0.074

Offset[µs] 0.020 ± 0.012
Radial temperature[µK] 7.243 ± 2.439

Trap depth[µK] 80

Figure 4.4: Rabi oscillation for Raman beams at 1.19mW

Fitting a sinusoidal function gives us the fitting parameters in the table in figure 4.4. The Rabi
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frequency is at 1.404 ± 0.019MHz. This is around 100kHz off the theoretical value we calculated in
3.4.1. We can calculate the π/2 time as tπ/2 = 187.5ns. The plot also shows that the oscillation does
not start at a relative population of 1 but rather a little below that. This is a result of our survival, the
fraction of atoms staying trapped through the entire process, which was not at 100%, meaning we
lose atoms due to for example off-resonant scattering with lattice photons. Another factor was the
state preparation, which included a microwave-transfer into the lower qubit state, which is not 100%
efficient either.
Generally speaking, Rabi oscillations are not very sensitive to dephasing. This is because they make
use of a an effect called dynamic decoupling, see [35] and [36]. This can be seen prominently in this
plot from [14], see figure 4.5.

Figure 4.5: Microwave induced Rabi oscillations with ΩR = 48kHz

Here, the same process as described above is used to measure the Rabi oscillations induced by
Microwave radiation. The purpose of this measurement was to determine the π/2 time, which is
extracted from this plot as 4.82µs. It can be seen clearly that even after 30 oscillations between the
| ↑〉 and | ↓〉 states, and pulse lengths of up to 600µs, the contrast does not noticably decay.
In contrast, see a measurement with the Raman lasers in figure 4.6, which was continued up to pulse
lengths of 15µs.

Figure 4.6: Rabi Oscillations induced by Raman beams at 1.1mW per beam
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1 − α 68.0%
Reduced χ2 3.844
Survival 0.935 ± 0.020

Rabi frequency[MHz] 1068.0 ± 0.001
Rabi phase[rad] 0.158 ± 0.030

Offset[µs] −0.003 ± 0.010
Radial temperature[µK] 5.094 ± 0.237

Trap depth[µK] 80

From the data, we determined the Rabi frequency to be 1.068MHz, but it is also obvious how quickly
the contrast between the | ↑〉 and | ↓〉 states decays. What we see here is a dephasing effect, which is
new to the system due to the introduction of the Raman beams, and which did not occur in the earlier
experiments with the microwave pulses.
The microwave pulses are applied broadly, covering the entire volume of the vacuum chamber which
houses the optical lattice. As such, there were no spatial inhomogeneities that the atoms would
experience. The Raman beams, however, since they are overlapped with, and traverse the same
focusing optics as the lattice beams, are focused to a beam waist of 17µm at the position of the atoms.
Their intensity profile is Gaussian, meaning the atoms experience a lower intensity at the edges of the
beam than along the optical axis.
Following the general expression for the Rabi frequency:

Ωi, j =
®di, j ®E0

~
(4.1)

We see that the Rabi frequency directly depends on the intensity of our Raman beams, meaning Rabi
frequencies differ depending on the position of the atoms. So for a given pulse length with the different
Rabi frequencies affecting the atoms, a different Rabi phase is applied. For example, if we program a
π-pulse, the atoms in the center of the beam will change state entirely due to the full π-pulse, while
the atoms situated at the outer edges of the beam might only experience a fraction of a π-pulse and
not get transferred completely. During the subsequent push-out after the pulse, these atoms are not
removed and the measured population is higher than it should be.
In pulses with greater pulse durations, where the difference in Rabi phase is allowed to accumulate
longer, this effect is stronger and the measured population is higher yet. This perceived decay of the
Rabi oscillation is a measure of how far the atoms are spread apart radially, effectively a measure of
how high the radial temperature is. The faster the oscillation decays, the more spread out the atoms
and the higher the radial temperature.

4.3 Raman thermometry

In principle, measuring the decay of the Rabi oscillation, we can determine the radial temperature of
the atom sample. We tested that by repeating the measurement for the Rabi oscillation at different
powers of the Raman beams and fitting it with a model to extract the radial temperature. In case the
power of the Raman beams were subject to a drift in time over the duration of our experiment, we
did not perform the measurements for the different laser powers sequentially from 0 − 1mW. Instead,
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we scattered the measurement points for the different powers randomly in multiples of 0.1mW and
avoided the systematic error that would have resulted from a drift.
There are a number of decoherence effects affecting our atoms, see e.g. [9] or [14], which lead to a
faster apparent decay of the Rabi oscillation. If the laser power is low and the corresponding Rabi
frequency as well, these effects are dominant. This is because at low Rabi frequencies, where the
population changes state quite slowly, effects with a similar time constant are more prominent. The
model we use to extract the radial temperature from the decay of the Rabi oscillation interprets the
influence of these decoherence effects as a higher radial temperature, since a higher radial temperature
would also lead to a faster decay. At higher powers and Rabi frequencies, these effects are not as
pronounced and the decoherence due to the Gaussian intensity profile mentioned earlier is the primary
effect influencing the speed of the decay. This distinction is critical as we interpret figures 4.7 and
4.8. In figure 4.7, the laser power per beam is plotted against the Rabi frequency to confirm the
Rabi frequency rises with the inducing laser power, as expected from equation 4.1. Indeed, the Rabi
frequency rises linearly with the laser power. The visible discrepancy to the calculated frequencies is
a result of the differing Rabi frequencies within the atom sample.
In figure 4.8, we see the radial temperature depending on the laser power. We see clearly that the
highest temperatures are measured for the low laser powers while it seemingly drops as the power
rises. It converges to around 4.2µK at 0.9mW. This drop is caused by the other decoherence effects
subsiding, and we clearly see them becoming less pronounced with rising laser power. At the high
laser powers we measure the actual radial temperature. Unfortunately, we were limited by how much
power we could bring to the atoms with the Raman beams. It would be interesting to expand the
measurement parameters and get better statistics. The last plot in figure 4.9 shows the measurement
points plotted against their measurement number, just to confirm that there are no systematic effects at
play.

Figure 4.7: Rabi Frequency depending on the laser power
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Figure 4.8: Radial temperature against laser power

Figure 4.9: Radial temperature against measurement number
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4.4 Ramsey interferometry

4.4.1 Measurement scheme for quantum speed limit

To measure the quantum speed limit using Ramsey interferometry, we will proceed similarly to the
method decribed in section 2.3. The step by step procedure can be seen in figure 4.10. It starts with
the atom prepared in the ground state, which is then transferred into a superposition state |ψi〉 by a
π/2-pulse:

ψi =
1
√

2
(| ↑,n = 0〉 − | ↓,n = 0〉) (4.2)

Figure 4.10: Ramsey interferometry measurement scheme for verification of quantum speed limit. The left side
shows the step by step measurement scheme, where the red and the blue trace are the lattice potential and wave
function position of the | ↑〉 state. The dotted black trace shows the initial position of the potential and the wave
function of the | ↓〉 state. The right side corresponds to the same steps in the sequence but shows the wave
function in momentum-position space. [37]

Now the σ+-polarized lattice is displaced in lattice direction by an amount ∆y. We describe this with
the displacement operator D(α) = exp(αâ† − αâ). For the free evolution time t, the wave packet in the
| ↑〉 state is now in the shifted position, while the wave packet in the | ↓〉 state remains in the σ−-lattice
and the original position and serves as the reference wave function. The coherent atom state in the
shifted lattice is described by |α(t)〉:

|α(t)〉 = eiωtD(α)|0〉 = eiωte−|α |
2
/2

∑
n

= 0inf α
n

√
n
|n〉 (4.3)

After the time ∆t, the Ramsey time, the second π/2-pulse is applied and the wave function is
described by the superposition state:

|ψ(t)〉 =
1
2
| ↑〉 ⊗ [|α(t)〉 − D(α)|0〉)] −

1
2
| ↓〉 ⊗ [D(−α)|α(t)〉 + |0〉] (4.4)

After that, the atoms are projected onto the | ↓〉 state using the push-out technique and a survival meas-
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urement. By varying the phase difference of the second pulse to the first pulse, we can trace the Ramsey
fringe and determine the overlap of initial ground state and final state at time t by extracting the contrast:

|〈↓ |ψ(t)〉|2 =
1
4
| |α(t)〉 + D(α)|0〉|2 (4.5)

=
1
2
+

1
2
<[〈α(t)|D(α)|0〉] (4.6)

=
1
2
+

1
2
<[〈α(t)|α(0)〉] (4.7)

Figure 4.11 shows a numerical calculation of the overlap and a comparison with the Mandelstam-Tamm
and Margolus-Levitin speed limits for different trap depths and lattice shifts [37]. The speed limit in
our experiment is given by the Madelstam-Tamm bound, as it is the larger of the two, the green line in
the picture. We also expect a revival of the wave function, the bright line in the top right corner, which
is when the wave function overlaps again with the reference wave function after one oscillation period.
Factors that influence the revival time, to make it differ from the harmonic period, include the radial
distribution of the atoms and the fact that the lattice shift is not infinitely fast. The Margolus-Levitin
limit is represented by the red trace. The fidelity as a measure of the overlap between the initial and
final states is color-coded, 100% meaning a complete overlap.

Figure 4.11: Theoretical prediction of quantum speed limit [37]

4.4.2 Phase modulation

Performing Ramsey interferometry with the earlier microwave pulse setup involved the use of an RF
generator, which was mixed with a PLDRO and produced phase modulated pulses. To implement the
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phase steps for the Raman beams, we had to use a different method, since the pulses are not provided
by a separate generator. The Raman beams are phase locked to a reference frequency from a local
oscillator, see figure 3.8, we can phase modulate that signal to affect the desired change. The phase
modulated signal is connected to one of the inputs of the PFD of the lock, the other input being the
mixed down beating signal of the lasers. The lock will now match the phase of the two signals via the
fast feedback. Because the PLDRO we use for down-mixing is not phase modulated itself, the phase
of the modulated signal will be the same as that of the mixed down one, and in turn also the same as
that of the beating signal.
For each different set phase, the lock will transfer that phase to the beating signal of the Raman beams,
and we can scan it step by step, as we did in the earlier case with the microwave generator. The tool for
phase modulation is a Keysight M3300A FPGA and Digitizer module. Together with the connection
module M9022A, it is set into a M9010 chassis, which connects to the computer through a PCIe cable
also supplied from Keysight. Finally, the M9048B PCIe Host Adapter supplies the connection to
the computer’s mainboard. To operate the FPGA from the PC, we use a custom made Matlab class,
which allows individual control of the four output channels. Frequency, amplitude and phase can be
independently controlled for each of the channels. This setup will now be the "wavegen" in figure 3.8.
One of the output channels of the FPGA is programmed to provide the reference signal with the trans-
ition frequency found in the spectroscopy measurement and with phase jumps of a defined amplitude
and length. At the beginning, the phase will be set to 0. After a defined waiting time∆td, see figure 4.12,
which has to be long enough that the first π/2 pulse of the Ramsey sequence can be applied, the phase
is then very quickly ramped to the target value, from 0 − 2π. The waiting time also has to include an
instrument caused delay, whose length wasmeasured optically. The phase stays at the specified value for
the pulse duration. This time has to be longer than the Ramsey time itself to make sure that the second
π/2 pulse is at the target phase. After that, the phase is returned to 0, the initial value. The timing, as
seen in figure 4.12, has to be very precise here, so that only the second π/2 pulse is phase modulated.
If both pulses were affected, they would be in phase and the entire atom sample would simply be
transferred completely into the lower state. The same happens if none of the pulses get phasemodulated.

Figure 4.12: Phase jump timing of the Ramsey sequence

This entire process is programmed in a so-called sequence, which defines the shape and timing of the
waveforms as the output for one or more of the channels in addition to its previous mode of operation.
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Since we only change the phase in the sequences, we will get a phase modulated signal of a frequency
and amplitude that was set beforehand. Once the sequences are loaded to the device, we start the
execution, and only then will the FPGA wait for a trigger to start the sequence. This allows us to avoid
timing issues with the operating speed of the FPGA, the PC, or any other involved electronics. The
trigger will then be the same as for the AOM, which, including some time delay adjustments we make
to the sequence itself, allows a parallel execution.

4.4.3 Fast Ramsey fringes

We performed Ramsey interferometry in the manner detailed in chapter 2.3. With a Rabi frequency
of 1.333MHz, a Ramsey time of 200ns and a π/2-pulse time of 187.4ns, we got the data in figure
4.13. The measurement yields the expected results and shows that we are able to reliably perform
Ramsey interferometry at these high Rabi frequencies. We observe that the relative population does
not reach the maximum or the minimum of either 0 or 1. This is an effect of the decoherence due to
the Raman beams. At these high Rabi frequencies, we are able to do the experiments to verify the
Mandelstam-Tamm quantum speed limit.

Figure 4.13: Ramsey fringe at 1.333MHz Rabi frequency
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4.4.4 Quantum speed limit measurements

Before we can measure the fringes for the verification of the quantum speed limit, we have to address
some timing issues. As mentioned above, there is a delay, measured to be around 690ns, between the
trigger, ordered by the PC, and the actual pulse. It is incorporated into the execution sequence as part
of the delay time ∆t1, see figure 4.14. This delay will be the combined unavoidable hardware delay
and the necessary waiting time for the first π/2 pulse to occur, before the lattice shift between the two
pulses can begin.
The lattice shift itself is problematic, as ideally, it would be instantaneous, in order to be able to scan the
Ramsey time starting from 0. In reality, the transport ramp takes about 2.34µs for a shift of 1/4 of a lat-
tice site, which has to be taken into account. In figure 4.14, we see the timing scheme for the lattice shift.
The red curve represents the transport, with the transport ramp on the left side after the first π/2-pulse.
The lower state represents the initial position of the lattice, the upper state the final position. The lattice
then stays in the second position for the second pulse and is reset before the next measurement. The
shift will occur with theσ+-polarized lattice, while theσ−-polarized lattic stays in place as the reference.

Figure 4.14: Pulse timing for MST measurement

To confirm that we are performing the pulse and lattice shift sequence as planned, we shift the lattice by
1/4 of a lattice site and optically measure the lattice shift including the two π/2 pulses in figure 4.15.
The upper picture shows only the transport ramp itself, while the lower picture shows the transport
ramp with a length of 2.34µs and the two pulses at either end. The measured pulse timing agrees with
our planned sequence in figure 4.14 quite well. ∆tx from the schematic picture in figure 4.14 can be
found again between the two dotted vertical lines.
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Figure 4.15: left: lattice shift; right: lattice shift with 2 Raman pulses

Similar to the way we extract the T2 time in chapter 2.3, we need to measure several Ramsey fringes.
We vary the Ramsey time and extract the contrast for each fringe. Including the delays discussed
above, when we program a certain time in the PC, it will correspond to ∆tx , from the start of the
transport ramp until the beginning of the second π/2 pulse. After the second pulse, the population in
the | ↓〉 state is measured and the next pulse iteration is applied.
Each extracted contrast for a given Ramsey time will be paired with a reference value, where we do
not shift the lattice at all, but which is measured with the same Ramsey time. That gives us a way to
normalize our measurement, since we only want to measure the population change due to the transport
and exclude other decoherence effects. We perform several measurements at different trap depths, see
the table below.

Beam power [mW] Trap depth [µK]
0.5 14.286 ± 0.372
1 28.689 ± 0.198
2 57.813 ± 0.435

In each measurement, the Ramsey time is scanned from 2µs to 40µs in 1µs steps, though in some
cases, the first points were taken in 0.5µs intervals.
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Figure 4.16: Quantum speed limit measurement at 0.5mW

Figure 4.17: Quantum speed limit measurement at 1mW
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Figure 4.18: Quantum speed limit measurement at 2mW

At the top, each figure shows a direct comparison of the measured contrast in green, with the respective
reference points in orange. The lower plot shows the normalized contrast in blue and a comparison
with the expected quantum speed limit at that trap depth in red.
Looking at the theoretical prediction from [37], we are looking for the fastest time an atom can change
from one orthogonal state to another. Plotting the measured contrasts of the Ramsey fringes for
different Ramsey times will show maxima and minima. The time between these two extreme points is
the evolution time we are looking for. In the plots, we see the first evolution into the ground state
as well as the revivals of the wave function, as expected from figure 4.11. Where the measurement
with a trap depth of 14.286µK in figure 4.16 shows only one revival, the measurements at higher trap
depths exhibit two in case of 28.689µK or 3 in case of 57.813µK. This is explained by the fact that the
deeper trap depths correspond to higher trapping frequencies, which allows for more revivals to take
place in the same time.
It is also clearly visible that in none of the measurements, the wave function evolves faster from the
initial state to the ground state than the theoretical prediction calculated with equation 2.25. The
theoretical value for a trap depth of 14µK is τMT = 4.357µs, while the wave function takes around
10µs to reach an orthogonal state. Similar measurements for the other trap depths reveal the same
result. Our measurements therefore do not break the quantum speed limit, but can be seen as a
verification. The discrepancy between the measured evolution time and the calculated speed limit
can be explained by several reasons. The atom sample is not completely in the ground state during
the entire process and, as we could confirm in chapter 4.3, the atoms are radially hot. Both of these
factors could change the actual ∆H, see equation 2.25, as opposed to the theoretical one.
For higher trap depths, the ∆H is larger, which means the minimal evolution time is shorter. This
is clearly visible in figure 4.19, where the normalized contrasts of all three trap depths are plotted
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together. We immediately see that the yellow trace, which represents the measurement with a trap
depth of 57.813µK, reaches the ground state the fastest, while the blue trace, which represents the
measurement with a trap depth of 14.286µK, is the slowest. The decreasing height of the secondary or
tertiary revivals is due to anharmonicities in our optical traps. In an ideal system, where the trapping
potentials are perfectly harmonic, we would expect these additional revivals to be of the same height.

Figure 4.19: Combined plot of the quantum speed limit measurements at different trap depths
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CHAPTER 5

Summary and outlook

Summary During my time at the 1D experiment, we modified the Raman laser setup with an
AOM, supplementary optics and control circuitry to allow us to produce fast Raman pulses. We have
successfully demonstrated our ability to induce Rabi oscillations in a sample of Caesium atoms with
Rabi frequencies up to 1.4MHz. We have put this to use to develop a new method to measure the
radial temperature in our optical lattice setup and perform Ramsey interferometry.
The temperature measurement made use of the Gaussian intensity distribution of the Raman laser
beams addressing the atoms and of the subsequent differences in induced Rabi frequency over the
trapped atoms. We were able to model the behaviour and extract the radial temperature at laser powers
of up to 1mW per Raman beam.
We performed Ramsey interferometry with the new system, using a Keysight FPGA for the phase
modulation of the π/2 pulses. The new hardware was integrated into the existing experimental
sequences and it provides the opportunity to further simplify the setup since three of its output channels
are still unused.
The Mandelstam-Tamm speed limit was probed by measuring the evolution of the wave function from
its initial to an orthogonal state. This measurement was done by performing Ramsey interferometry
with an additional lattice shift between the two characteristic π/2 pulses. We verified the validity
of the quantum speed limit through our measurements, which showed for trap depths of 14.286µK,
28.689µKand 57.813µK that the evolution timewas slower than the limit predicted through calculation.

Outlook The thermometric measurements were mostly limited by our available laser power. Addi-
tional optics to amplify the power of the beams would enable us to closer examine the capabilities of
this measurement technique.
In future experimental steps, we plan to change the operating wave length of our optical lattice to
869nm. That way, we make further use of our changed qubit states, since for the new transition, this
represents another magical wavelength, this time without any crosstalk in the potentials affecting the
two qubit states. This results in a better control of the lattice shift while simultaneously ensuring a
stable reference lattice.
The newly integrated FPGA can be used in controlling the lattice beams as a replacement for the
currently used DDS’s. The advantage would be to use the FPGA to its full capacity and simplify the
setup to the extent that these two systems could now be controlled through the same device.
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Another possible way to improve our setup would be to use rapid adiabatic passage in state preparation.
RAP refers to a method of affecting a change in an atom’s state by sweeping the detuning between the
driving field and the transition frequency of the desired transition.
With the new qubit transition and the ability to do fast Raman pulses, we can also revisit quantum
walk experiments. At the new wavelength, there is no crosstalk to consider, which makes our
experiments more precise. Since the Raman pulses are faster than the microwave pulses used in
earlier experiments, we will be able to execute more steps in the available coherence time. Here,
we can also profit from earlier work on the experiment by Thorsten Groh and Natalie Peter, who
developed optimal control ramps which will also improve the speed of the transport and coin operations.
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