






Fig. 4(a). A full description of this algorithm is provided in
the Supplemental Material [27]. Figure 4(b) shows an
example of the algorithm applied to an image obtained
by state detection imaging on a set of atoms where a π=2
microwave pulse has been used to create a random
distribution of bright and dark atoms.
The same idea is applicable to two-dimensional optical

lattices, where typically a significantly larger number of
atoms is trapped [1,2,19,29]. The local patch is shifted row
by row over the 2D lattice until the last site has been
reached [see Fig. 5(c)]. Unlike in the one-dimensional case,
some of the correlations between state estimates are lost
when the patch is moved, and the fidelity slightly
decreases. However, we find that this is a good compromise
between fidelity and scalability of the algorithm. To
benchmark the achievable fidelities, we implement a
numerical simulation of atom imaging in a 2D lattice
assuming only nearest-neighbor light contamination (see
Supplemental Material [27]). From the simulation, we
obtain a detection error of 1.4% using our local patch
method. For comparison, we also tested other methods

commonly employed for atom or state detection in 2D
optical lattices: the threshold method is faster than our
method but has a considerably larger detection error of
8.2%. The Lucy-Richardson deconvolution method [13]
requires a similar computation time as our method but
has a larger error of 4.8%. Finally, state determination by
fitting multiple point spread functions to the image [1] leads
to a detection error of 3.3%, but it is the slowest of all
methods.
In conclusion, we have shown that nondestructive high-

fidelity state detection of neutral atom quantum registers is
possible by combining three major improvements: heating
of the atoms due to dipole force fluctuations, leading to
rapid trap loss in deep optical lattices, can be reduced by
choosing adequate detuning of the state detection beam,
allowing us to detect enough photons for spatially resolved
state detection; image analysis using Bayesian inference,
which properly includes information about the spatial,
statistical, and noise properties of the experimental setup,
increases the detection fidelity beyond the fidelities of other
methods commonly used on cold atom images; and an
adaption of the Bayesian image analysis for multiple atoms
provides scalable state detection even for large one- and
two-dimensional quantum registers. This fast, nondestruc-
tive state detection scheme not only speeds up neutral atom
experiments by reusing atoms but also enables the simul-
taneous readout of quantum information contained in the
atoms’ positions, e.g., in quantum walks [15], by following
state detection imaging with position detection imaging. In
addition, the presented Bayesian image analysis technique
presented here is also directly applicable to trapped ion and
even solid state quantum systems with imperfectly resolved
optical readout.

We would like to thank Klaus Mølmer and Jean-Michel
Raimond for the insightful discussions. This work has

(a) (b)

FIG. 4. State reconstruction in a one-dimensional register.
(a) Schematic representation the Bayesian method with a shifting
patch in one dimension, assuming nearest-neighbor light con-
tamination. The grid represents the pixels of the sensor, the dots
represent empty lattice sites, and the circles represent trapped
atoms, where the red (black) filling depicts the estimated
probability to be bright (dark). A patch is defined around three
sites and the middle set of pixels is used to update the combined-
state probabilities only for the atoms inside the patch. Then the
patch is shifted, the left atom is excluded from the patch by
marginalizing its probability, and a new site at the right is
included. The shaded regions correspond to pixels that contain
either no information or have already been used. (b) State-
dependent imaging (SDI) of a one-dimensional register of neutral
atoms (middle box) initialized in random states. The image is
integrated along the vertical direction, and the integrated CCD
counts are used to calculate the probability that a lattice site
contains an atom in the bright state [PðBÞ] using the Bayesian
update algorithm. Position detection imaging (PDI) is used before
(top box) and after (bottom box) state detection to verify that the
atoms remain trapped in the same lattice site.

FIG. 5. State reconstruction for atoms in a 2D lattice using
Bayes’ method. The top left picture is a simulated image. The
remaining schematics represent a shifting patch algorithm for the
2D image assuming nearest-neighbor contamination. In each
step, the state of the atoms inside the patch is calculated using
only the central pixels. The patch is shifted until the last pixel
containing information is used.
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MODEL OF THE COUNT DISTRIBUTION OF
THE EMCCD CAMERA

EMCCD cameras are frequently used for applications
that require imaging at very low light levels. The spa-
tial resolution provided by EMCCD detectors, however,
comes at the price of additional noise contributions com-
pared to Single Photon Counting Modules (SPCMs),
such as statistical distribution of the photons over sev-
eral pixels, clock-induced charges, probabilistic amplifica-
tion of photoelectrons in the electron multiplication (EM)
gain, camera readout noise, dark current, etc. [1].

In our system, we use an EMCCD camera Andor iXon3
DU897D-CS0 to detect the photons scattered by the
trapped atoms. The atoms are prepared in the two dif-
ferent states and the measurement –which is described in
the main text– is repeated several times in order to record
the detected count distributions for the two states. The
resulting camera count distributions for dark and bright
atoms are shaped by two main effects: The photon scat-
tering statistics and the camera amplification and noise
properties. We first describe the photon scattering pro-
cess, then derive the camera response, and finally use the
combined model to fit the recorded count distributions
presented in Fig. 2b

Photon scattering statistics

Photons detected from a bright atom.

In an ideal two-level system, the number of photons
emitted during the illumination time is Poisson dis-
tributed. For a real atom, however, off-resonant exci-
tations can transfer the atom to a dark state, thereby
modifying the photon number distribution. This effect is
described in Ref. [2], which provides an analytic expres-
sion for the probability to detect n photons during the
illumination process

PB (n, αB, n0) =
nn0 exp [− (αB + 1)n0]

n!
(S.1)

+
αB

(1 + αB)
n+1 γinc (n+ 1, (1 + αB)n0) ,

where γinc (a, x) = 1
(a−1)

∫ x

0
ya−1e−ydy is the lower in-

complete gamma function, αB is the leakage probability
per detected photon from the bright state, and n0 is the
number of photons that would be detected on average

without leakage into the dark state.

Photons detected from a dark atom.

An atom in the dark state is far detuned and thus scat-
ters only very few photons of the illumination light. How-
ever, this off-resonant scattering can transfer the atom to
the bright state, where it then scatters a large number of
photons. The number of detected photons for an atom
initially prepared in the dark state follows the distribu-
tion [2]

PD (n, αD) = exp[−αDn0]

[
δn,0

αD

(1− αD)n+1

]
(S.2)

×γinc (n+ 1, (1− αD)n0) ,

where αD represents the leakage probability from the
dark state per detected photon.

The mean number of detected photons for an atom
in the bright state as well as the leakage probability for
both states are determined in the following sections using
the recorded count distributions. But to this end, it is
necessary to first understand the camera response.

EMCCD camera response

The photoelectrons generated by the detected photons
in the EMCCD detector are amplified by electron mul-
tiplication (EM) in the “gain register”, converted into
a voltage by the read-out amplifier, and digitized into
“counts” by the analog-to-digital converter.

Amplification by electron multiplication and read-out noise

When n electrons of one pixel are amplified in the gain
register, the probability to detect c counts is given by the
Erlangen distribution [3]

PEM (c, n, γ) =
1

γnΓ (n)
cn−1 exp (−c/γn) , (S.3)

where γ is the average number of counts after amplifica-
tion per electron in the pixel and Γ(n) is the Gamma
function. After the multiplication process, Gaussian
noise is added by the read-out amplifier,

Pread (c, σ, µ) =
1√
2πσ

exp

[
− (c− µ)

2σ2

]
, (S.4)



2

where µ is an electronic offset added to the output signal
and σ is the width of the noise distribution in units of
counts. The distribution of counts c after EM amplifi-
cation and readout for a single pixel containing n elec-
trons is given by the convolution of the probabilities in
Eqs. (S.3) and (S.4)

P (c, n, γ, σ, µ) = PEM (c, n, γ) ∗ Pread (c, σ, µ) . (S.5)

If N =
∑m

i=1 ni electrons are distributed over m pixels,
the probability distribution describing the total number
of counts c integrated over the m pixels after the readout
is

Pm (c,N, γ, σ, µ) ≡ ∗
m∏
i=1

P (c, ni, γ, σ, µ) (S.6)

=PEM (c,N,γ)∗Pread

(
c,
√
mσ,µ

)
, (S.7)

i.e. the read-out noise σ is increased by
√
m.

Clock induced charges

Besides photoelectrons, clock induced charges (CIC)
are generated randomly by the vertical CCD shift oper-
ation. The probability p0 to generate a CIC on a pixel
is roughly constant throughout the CCD, and hence the
number of CIC is Poissonian distributed. In consequence,
the probability that n CIC are generated in a set of m
pixels is also Poissonian distributed as

PCIC (n,m) =
(mp0)

n
exp(mp0)

n!
. (S.8)

Total charges on the sensor (photons + CIC)

The total number of charges generated in the CCD is
the sum of the CIC and electrons generated by photon
detection. Therefore, the distribution of electrons after
the readout process is described by the convolution of the
probabilities in Eqs. (S.1), (S.2), and (S.8)

Ptot,S(n,m,αS, n0) = PS (n, αS, n0) ∗ PCIC (n,m)

=

n∑
k=0

PS (n− k, αS)
(m · p0)

k
exp(m · p0)

k!
(S.9)

for S = B,D.

EMCCD count distributions for bright and dark atoms

Now, we have all the elements needed to model the
count histograms for bright and dark atoms: The prob-
ability to generate N charges on the sensor is described

by Eq. (S.9), and the camera response to N charges dis-
tributed over m pixels is described by Eq. (S.6). Combin-
ing these results we obtain the distributions of EMCCD
counts for an atom in the state S ∈ {B,D} under illumi-
nation

DS(c, n0 ; γ, σ,m, αS) =
∞∑

N=0

Ptot,S (N,m,αS, n0)Pm (c,N, γ, σ, µ) (S.10)

Fig. 2b shows the result for a fit of Eq. (S.10) to the count
histograms for the bright and dark states. From the fit
we find that the mean number of detected photons per
bright atom is n0 = 31.1; a probability to generate a CIC
of p0 = 0.019, which also takes into account the contri-
bution from stray light; and a leakage rate per detected
photon of αB = 0.0010 and αD = 0.0011, which lead to a
total leakage rate of ∼ 3% that is in agreement with an
independently measured leakage rate for the bright state
of ∼ 2% [4].

The results from the fit can now be used to calculate
the count distributions of individual pixel columns from
Eq. (S.10) by setting m equal to the number of pixels per
column and using for n0 the average number of photons
for a column at a specific distance from the atom, as
obtained from a measured point-spread function or line-
spread function (LSF) of the imaging system [5]. The
count distributions for the pixels columns shown in Fig. 3
have been calculated in this way.

1D BAYES ALGORITHM FOR TWO ATOMS

In the main text we have used Bayesian inference to
determine the state of a single atom. In general, when
no prior information is available for Bayes’ formula, one
can assume a flat distribution for the priors and, in such
a case, the Bayesian approach becomes equivalent to the
maximum likelihood estimation (MLE) method [6]. The
MLE has been used, for example, to determine the state
of a chain of trapped ions in Ref. [7]. In this, section we
present the generalization of Bayes’ method from a single
atom to two atoms.

With two atoms there are four possible outcomes for
the readout of the internal states: BB, BD, DB and
DD, which represent all possible combinations of bright
(B) and dark (D) states. Bayes’ formula in Eq. (1)
is directly applicable to the two atom case by using
S ∈ {BB, BD, DB, DD} once all column count distri-
butions Pi(c|BB), Pi(c|BD), Pi(c|DB), Pi(c|DD) are de-
termined.

Calculation of the column count distributions

The number of photons detected from the two atoms
k = 1, 2 in column i is nk,i = LSF(xk − xpi), where xk
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FIG. S.1. Bayes method applied to the image analysis for
two atoms. Top row: Molasses imaging of two atoms sep-
arated by two lattice sites in the dipole trap (left) and the
state-dependent fluorescence of such atoms prepared in the
states BB, BD, DB, and DD. Middle row: Vertically inte-
grated counts for the reference images (with fit by a sum
of two line-spread functions) and for the state detection im-
ages. The positions of the atoms are indicated by the vertical
dashed lines. Bottom row: State determination using the
Bayesian update algorithm for the atoms in all four possible
states.

and Nk are the position and mean number of detected
photons for atom k, xpi is the position of column i, and
LSF(x) is the line spread function normalized in the se-
lected region of interest. The mean number of detected
photons is the same for all bright atoms Nk = n0 and
since we detect less than 0.5 photons in average from an
atom in the dark state, we assume that Nk ≈ 0 for the
dark atoms.

The number of photons detected from the two atoms
in each column is the sum of the photons coming from
each atom. Therefore, the distribution of total detected
photons in column i is obtained by the convolution of the
corresponding distribution for each atom in Eq. (S.1).

PS1,S2 (n , αS1 , αS2n1,i, n2,i)

= PS1(n, αS1 , n1,i) ∗ PS2(n, αS2 , n2,i) (S.11)

for S1,S2 ∈ {B,D}. Finally, the four count distributions
are obtained by replacing PS (n, αS, n0) in Eq. (S.9) with
PS1,S2(n, αS1 , αS2 , n1,i, n2,i) and using them in Eq. (S.10).

Experimental state detection of two atoms

In our experimental apparatus, we can prepare atom
pairs in either the state BB or DD but we cannot ad-
dress neighboring atoms individually to create the states
BD and DB in a deterministic fashion. Nevertheless, we
can use the fact that the “signal” from an atom in the
dark state is very similar to an empty site and “simu-
late” the dark-state atom by an empty lattice site in the
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FIG. S.2. Detection fidelity vs. separation for two atoms.
a) Detection fidelity for all possible outcomes for atom pairs
prepared in different states, P (S′|S) separated by 1, 2 and 3
lattice sites respectively. b) Detection error, Err(S), (mark-
ers) and mean error (dashed line) for two atoms separated
from one to 6 lattice sites. All error bars represent 95% con-
fidence interval obtained by bootstrap resampling.

cases BD and DB. Fig. S.1 shows an example of the al-
gorithm applied to a pair of atoms merely separated by
two lattices sites, where their fluorescence images overlap
significantly.

To characterize the state detection fidelity, we de-
termine the probability P (S′|S) that an atom pair
prepared in a state S is detected in a state S′ for
S,S’ ∈ {BB, BD, DB, DD}. Fig. S.2 shows P (S′|S) us-
ing images of atoms separated by 1, 2 and 3 lattices sites
obtained in our experiment. Even though the state de-
termination for atoms separated by only one lattice site
is challenging, the detection of DD and BB states is quite
accurate (fidelity > 95%), while the states BD and DB
are still detected correctly with 85% probability. One ob-
serves that the state BD is detected with higher accuracy
than the state DB. This arises from a small asymmetry
of our LSF, which creates more light contamination to
one side.

For separations of two and three lattice sites the fidelity
is high (> 95%) for all states, which is quite good taking
into account that at these separations the atoms are still
not optically resolved. We define the detection error for
the state S as Err(S) = 1 − P (S|S) and the mean de-
tection error as the average value of Err(S) for the four
states S. The detection errors are plotted in Fig. S.2 for
atoms separated by one to six lattice sites. As expected,
the detection error decreases as the distance between the
atoms increases and asymptotically approaches the value
for the single atom case.
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1D BAYES UPDATE ALGORITHM WITH
SLIDING PATCH

For the scalable Bayesian algorithm for long 1D chains
of atoms, we assume that a dark atom is indistinguishable
from an empty lattice site. This avoids complications
when including empty lattice sites (where no atom was

loaded) into the analysis simply by setting P pri
B (si) = 0

as prior, while treating all lattice sites equally otherwise.
The algorithm is introduced using the example de-

picted in Fig. 4a. We consider a region of interest (ROI)
containing 10 lattice sites with 6 atoms at the center. It
is assumed that the fluorescence of each atom contami-
nates only directly neighboring sites. The routine is then
implemented as follows:

1. The ROI is divided in 10 sets of pixel columns Πi for
i = 1, ..., 10 (to which we will refer to just as sets for
this description). Each set is centered on one lattice
site si. Although the first and last set (Π1 and Π10) do
not contain any information (photon counts) because
their central and their neighboring lattice sites are
all empty, these sets are included in order to treat
all sites in the same manner. Otherwise, the starting
and finishing points would need to be processed in a
different way.

2. We define a patch that surrounds the lattice sites
s1, s2, and s3 and fully contains the respective sets
Π1,Π2, and Π3. Then, Bayes’ formula in Eq. (1) is ap-
plied only on the middle set (Π2) to obtain the prob-
ability for the 23 possible combinations S = S1S2S3

of bright and dark states of the three sites within the
patch.

3. The patch is then shifted by removing the left site s1
and including s4. To remove the site s1 we calculate
its bright state probability by marginalization:

PB(s1) =
∑

S2S3∈{B,D}

P post (BS2S3) . (S.12)

4. To apply Bayes’ update in the new patch, we need to
first calculate the new prior probabilities. To this end,
we use the result of the calculated posterior probabil-
ities P post(S) together with the prior for the site that

was added P pri
B (s4). The new set of priors are then

given by

P pri (S2S3B) = P post (BS2S3)P pri
B (s4)

P pri (S2S3D) = P post (BS2S3)P pri
D (s4)

if PB (s1) > 0.5

P pri (S2S3B) = P post (DS2S3)P pri
B (s4)

P pri (S2S3D) = P post (DS2S3)P pri
D (s4)

if PB (s1) < 0.5

(S.13)
for S2,3 ∈ {B,D}. The new priors P pri(S) are also
renormalized. In this way, all the correlations between

the state of the atoms that remain inside the patch
are maintained.

5. Bayes’ formula is applied once more using only the
middle set of pixels (Π4). By doing this, we obtain
the posterior probabilities P post(S) for S = S2S3S4.

6. The whole procedure is repeated from point 3 un-
til the last set of pixels that contains information is
reached. In this example, the last filled lattice site is
s8, therefore we continue until we have used set Π9.

The extension of the algorithm for light contamination
larger than one lattice site is straight forward. If the
light contaminates nc lattice sites, it is necessary to in-
clude 2nc + 1 sites in the patch. The application of this
algorithm to experimental data is presented in Fig. 4b.
We have considered light contamination of nc = 3 lattice
sites.

2D BAYES UPDATE ALGORITHM WITH
SHIFTING PATCH

The extension of the Bayesian shifting patch algorithm
for state detection in a two-dimensional system is closely
related to the one-dimensional case. Therefore we de-
scribe here the example of Fig. 5 with 3 × 3 occupied
lattice sites, omitting the somewhat unwieldy equations.
Generalization to larger atom arrays is straightforward.
In the same way as before, we assume that only nearest
neighbor light contamination is present in the image.

1. A region of interest of 7 × 7 lattice sites containing
9 atoms in the central 3 × 3 sites is considered (see
Fig. 5). Note that the pixels corresponding to out-
ermost sites contain no information but are included
for consistency of the description.

2. Bayes formula is applied to the first square patch con-
taining 3× 3 lattice sites (of which 8 are empty), and
only the pixels corresponding to the central lattice site
are used to calculate the probability for the 29 combi-
nation of states (where P pri

B (si) = 0 has been set for
empty sites). This guarantees that pixels containing
information on atoms outside the patch are not used
during the update algorithm.

3. The patch is shifted by one lattice site in the hori-
zontal direction. The probability to contain a bright
atom for the sites removed from the patch is esti-
mated by marginalization, and the probability values
are kept in memory since they will be used at later
steps. The correlations between the six atoms remain-
ing inside the patch are maintained and are used as
priors together with priors of the new included sites.

4. The patch is shifted to the right until the final lattice
site of the row is reached.
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5. The patch is shifted one lattice site down and the
whole procedure is repeated starting from the begin-
ning of the row.

6. The algorithm is repeated until the last lattice site is
reached.

This algorithm ensures that the information contained
in a given pixel is used only once and that the estimated
state of all lattice sites that contribute to the signal of
a given pixel are updated during its evaluation. How-
ever, in contrast to the 1D case, the 2D case requires
that lattice sites, the state of which already evaluated by
marginalization, are again added to the shifting pattern
at a later stage of the shifting process, i.e. not all correla-
tions between sites connected by light contamination can
be maintained during the shifting process. The presented
shift path is of course not unique and different shifting
patterns are conceivable.

SIMULATION OF STATE DETECTION AND
COMPARISON WITH OTHER METHODS

In this section, we present details on the numerical sim-
ulation used to characterize the fidelity of the Bayesian
algorithm methods for state-dependent images of atoms
trapped in a 2D lattice. Here the bright atoms are sim-
ulated with an average number of 31 photons. The PSF
is an ideal Airy function with a Full-Width Half Maxi-
mum (FWHM) of three pixels and the lattice spacing is
assumed to be one FWHM. The effects of uniform stray
light contamination and clock induced charges are in-
cluded by assuming that each pixel has a probability of
1.9% to contain a contaminating photo-electron. The nu-
merical values for the detected photon number and the
light contamination are the measured quantities for our
system.

The state detection fidelity is quantified by simulating
an atom (either dark or bright) surrounded by 8 atoms
in different states. The number of bright neighbors is
varied from 1 to 8 at random positions. We define the
mean error as the ratio of correctly detected to simulated
atoms for all cases.

Bayes’ rule is used in two different ways:

• Bayesian Method with Global Evaluation (BMGE).
Here, Bayes’ method is applied by updating the
state of all lattice sites of an array for the evalua-
tion of every pixels. In the example of Fig. 5 the
total number of lattices sites of the array is also
only N = 3 × 3 sites and hence 29 combination of
states. This method is the most accurate, but the
computational effort scales exponentially with the
number of lattice sites in the array.

• Bayesian Method with Shifting Patch (BMSP):
This is the method that has been presented in the
previous section. Here a patch is defined around
nine lattice sites (see Fig. 5). In each shifting step
Bayes’ formula is applied only using the central set
of pixels to update the relevant 29 states until the
last site is reached.

To put the detection fidelity of Bayes’ method into con-
text, we compare it to the performance of other known
techniques: Threshold method (TM). The image is di-
vided in multiple ROI, each one containing a lattice site;
depending on the total counts we determine the state of
the atom with the threshold that gives the smallest mean
error. Lucie-Richardson deconvolution(LR). The image
is deconvolved using the Lucie-Richardson method, and
then the TM is applied to the deconvolved image. Mul-
tiple PSF fit (MPSF). The image is fitted by the sum of
multiple PSFs centered at the lattice sites, and the state
of the atom is inferred depending on the fit result of the
PSF amplitudes by setting an optimal threshold. We ob-
tain the following mean error for the different methods:
TM: 8.2%, LR: 4.8%, MPSF: 3.3%, BMGE: 1.18% and
BMSP: 1.4%. The difference on the mean error between
the BMGE and BMSP comes from the shifting proce-
dure: When the patch is shifted the state probabilities
of the atoms temporarily leaving the pattern have to be
obtained by marginalization, and in this process some
correlations between the state combination probabilities
are lost, leading to a lower fidelity. However, in contrast
to BMGE, the BMSP method features a linear depen-
dence of the computational effort/time on the number of
atoms and hence is applicable to large arrays.
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